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Abstract. Estimates of the tectonic stress state including loading rate and 
magnitude of background stress are derived from the spatial and temporal 
distribution of Loma Prieta aftershocks. This technique was previously applied to 
the Landers aftershock sequence [Gross and Kisslinger, 1997] and is based upon the 
seismicity model of Dieterich [1994]. Dieterich's theory suggests that background 
seismicity should be proportional to stress rate and the number of aftershocks in an 
area should be proportional to the stress step experienced in that area. We used 
two independently derived source models to compute the stress step from the 
mainshock and to determine how effective that stress step was in triggering 
aftershocks. A background stress state is then chosen which makes the stress steps 
at the aftershock locations most distinct from the stress steps at hypocenters of 
background seismicity. The best fitting background stress state has its greatest 
compressive stress plunging • 17 ø to N13øE, and an intermediate stress very close 
in magnitude to the least principal stress. The small shear stresses at depth and 
low coefficient of friction suggest that high-pressure pore fluids may be present 
inside active faults. The estimated stress rate of •- 70 Paid (0.25 bar/yr) is 
comparable to the stress rate found for the southern San Andreas Fault system. We 
found a best fitting "effective" coe•cient of friction/• • 0.2 for the Loma Prieta 
area, significantly less than • • 0.6 estimated for Landers in previous work. 
Variations in aftershock decay rate within the Loma Prieta aftershock zone are 
correlated with static stresses caused by postseismic slip as modeled by •irgmann 
et al. [1997]. Some of the postseismic slip occurred on structures that did not slip 
during the mainshock, so the postseismic and coseismic stress step fields have 
different spatial distributions. The effectiveness of slowly accumulated postseismic 
static stresses in triggering aftershocks is especially interesting because dynamic 
stresses are insignificant in this case. 

1. Introduction 

The 1989 Mw = 7.0 Loma Prieta earthquake was 
a very educational event for the seismological commu- 
nity, illustrating the significance of seismic hazard from 
events that do not break the surface. Loma Prieta also 

raised some important questions relating to earthquake 
source mechanics because the aftershock focal mecha- 

nisms were so diverse that they suggested that slip on 
the mainshock had completely relieved homogeneous 
resolved shear stresses on the mainshock fault plane 
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[Michael et al., 1990]. Effectively zero shear stresses 
following the mainshock were unexpected because they 
imply very low dynamic coefficients of friction, which 
had not been observed in the laboratory. In combi- 
nation with the modest stress drop, the low residual 
stresses on the fault plane also suggest that either the 
static coefficient of friction was quite low or the effective 
normal stress was much less than the overburden. Fo- 

cal mechanisms cannot constrain the magnitude of the 
background stresses, so it is difficult to address these 
possibilities without more information. 

One promising mechanism for producing low coeffi- 
cients of both static and dynamic friction is the pos- 
sible presence of pore fluids with very high fluid pres- 
sures. Since fluid pressures act on all the pore sur- 
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faces, they counteract much of the normal stress that 
would otherwise force the two sides of a fault together 
at depth, and they help to maintain the pore volume. 
Changes in normal stress could be balanced by changes 
in pore volume and associated changes in pore fluid 
pressure, reducing the effect of normal stress on fault 
friction. In order to have a significant effect, the pore 
fluids must have a pressure comparable to the litho- 
static stresses that act at depth. A related hypothe- 
sis involves deformation of the rock mass as a whole. 

If crustal rocks deform like fluids, so that the strains 
are accommodated through permanent shape changes, 
then background shear stresses may be relieved aseis- 
mically. Smaller stresses are more easily canceled out 
by fault movement and could more easily produce the 
small residual shear stresses left on the Loma Prieta 

fault plane. 
Reasenberg and Simpson [1992] used changes in the 

rate of seismicity on faults in the bay area to estimate 
the effective coefficient of friction/• and found 0.2 fits 
the data best. A very low effective coefficient of fric- 
tion is consistent with high-pressure pore fluids being 
present in fault zones, as discussed above, but the re- 
sult might be influenced by some of the simplifying as- 
sumptions that Reasenberg and Simpson made in their 
modeling. They assumed that the seismicity occurred 
on right-lateral vertical strike-slip faults parallel to the 
major mapped faults in the area, and they also used a 
simple rectangular dislocation to represent the source. 
We have used the much more complicated source models 
published by Beroza [1991] and Wald et al. [1991] and 
have made a different assumption, i.e., that the seis- 
micity occurred on fault planes which were optimally 
oriented with respect to a background stress field. 

We address some of the questions raised in earlier 
studies of the Loma Prieta sequence by comparing the 
seismicity expected from various stress and fault friction 
models to the observed seismicity. This stress model- 
ing technique was first applied to the aftershocks of the 
1992 Landers earthquake [Gross and Kisslinger, 1997] 
and is based upon the seismicity theory of Dieterich 
[1994]. The technique produces estimates of the back- 
ground stress state including the effective normal stress, 
the coefficient of fault friction, the rate of tectonic load- 
ing, and the Dieterich friction parameter At>. We have 
also directly addressed the relationship between after- 
shocks and the postseismic relaxation process by study- 
ing the effects of the postseismic stress field upon the 
aftershocks. The Loma Prieta event is especially well 
suited to studies of postseismic relaxation because of 
extensive observations of the relatively large and well- 
constrained signal. The postseismic relaxation did not 
occur solely on the fault which generated the mainshock 
[B•'rgmann et al. 1997], and so it is possible to distin- 
guish the effects of stress transfer from postseismic slip 
from the delayed effect of coseismic slip. We find that 
those portions of the Loma Prieta aftershock zone that 
were loaded postseismically exhibit faster aftershock de- 

cay, a relationship expected from Diet erich's [1994] seis- 
micity theory. 

If Diet erich's [1994] model of seismicity is correct, 
then the techniques we present could be used to es- 
timate loading rates for active fault zones with well- 
established seismic networks. When such a network 

records the aftershock sequence of an event whose slip 
distribution has been well constrained, the response of 
the local fault network to stresses can be calibrated, 
and loading rates can be estimated. In combination 
with strain rates, stress rates can constrain the extent 
to which aseismic processes are releasing crustal strains. 
Loading rates are most useful in seismic hazard work 
because they can directly measure the accumulation 
of elastic energy which drives infi'equent large earth- 
quakes. 

2. Data 

The seismicity data used in this work are from the 
California Seismic Network (Calnet) catalog [Hill et al., 
1991]. We use events having horizontal errors < i km, 
rms misfits < 0.15 s, at least five phase arrivals picked, 
and the largest gap in azimuths of stations about the 
epicenter < 91 ø. These restrictions are identical to 
those customarily used to define quality "A" locations 
[Lee and Lahr, 1975] except that we have dropped the 
restriction that events be within one source depth of 
the closest seismic station. We relax the depth restric- 
tion because we want to reduce spatial inhomogeneities 
in completeness and not to artificially reduce the re- 
porting rate for shallow events in the final catalog. We 
apply a spatial cut to the catalog, using only events 
north of 36.5øN, south of 37.5øN, east of 122.5øW, and 
west of 121øW. After applying these cuts, the working 
catalog has more than 43,000 events occurring between 
1978 and 1992. The catalog includes more than 13,000 
events after the mainshock, so there are enough events 
to well define the spatial distribution of seismicity both 
before and after the mainshock. 

Several catalog subsets are defined so that spatial 
variations in the stress state and rate can be explored. 
Northern and southern subsets are defined to be those 

events north or south of 37øN latitude. The Calaveras 

Fault subset includes events east of a line running from 
37.3øN, 121.9øW through 36.95øN, 121.5øW. The San 
Andreas subset is defined to be those events west of the 

same line. These roughly equal divisions of the catalog 
are designed to provide both tectonically interesting and 
reasonably well constrained stress inversions. 

The modeling results presented in this paper use the 
seismic source models for the Loma Prieta mainshock 

published by Beroza [1991] and Wald et al. [1991]. Both 
models of slip during the mainshock are derived from 
strong motion waveform inversions, but the Wald et al. 
[1991] model also includes some teleseismic waveforms. 
The source models are an essential element of the tech- 

nique because they define both the spatial distribution 
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of the stress change and the magnitude of the stress step 
due to the mainshock, which together calibrate the seis- 
mic response of the faults in the area to stress and con- 
strain the magnitude of background stress and stress 
rate. Two models of the mainshock source are used 

in order to estimate the magnitude of uncertainties in 
stress state and rate due to variations in the seismic 

source. 

3. Analysis Techniques 

3.1. Stress Modeling 

We use the stress modeling technique first applied by 
Gross and Kisslinger [1997], in which the stress step 
from the mainshock is used to compute failure stress. 
The background stress state is fit to the spatial dis- 
tribution of seismicity. Free parameters defining the 
background stress are chosen to maximize the statisti- 
cal significance of the difference between stress steps av- 
eraged over hypocenters of aftershocks and stress steps 
averaged over hypocenters of background seismicity. 

Stress decreases are expected to suppress seismic ac- 
tivity, and stress increases are expected to enhance it. 
The failure stress •rF on optimally oriented planes is 
computed from the principal stresses •ri (including back- 
ground stresses) and the effective coefficient of friction 
/•t, which includes the effects of fluid pressure 

2 - • •' (1) 

This expression for •, derived in the appendix, is 
similar to the Coulomb failure function or CFF [Reasen- 
berg and Simpson, 1992; King et al., 1994; Harris et al., 
1995; Nostro et al., 1997], with the only significant dif- 
ference being that we consider oblique slip while com- 
puting the failure function on optimally oriented fault 
planes. We have adopted this notation to avoid the in- 
correct implication that the definition of failure stress 
involves an assumption of Coulomb friction. The fail- 
ure stress is a weighted sum of maximum shear and 
normal stress and has no implication that the friction 
mus[ be independent of stressing history, as Coulomb 
friction is. Expression (1) is for the maximum failure 
stress obtainable on faults in any orientation in three di- 
mensions and also allows slip in any direction on those 
faults, so it implicitly assumes that fault planes exist in 
a wide variety of orientations and that their frictional 
properties are not a function of orientation. Changes 
in failure stress A• are found for each hypocenter by 
subtracting • without the mainshock stress step from 
• with it, A•- •ota•- G.•ackground. 

The best fitting effective coefficient of friction •t is 
not the same as the intrinsic friction measurable in the 

laboratory • because intrinsic friction coefficients are 
the ratio of total shear r to effective normal stress •-P• 
necessary to initiate slip on a surface. The effective co- 
efficient of friction •t is also not equivalent to the appar- 

ent coefficient of friction/•* = r/•r of Hill [1993] because 
/•t is equal to the local slope of the failure envelope and 
sensitive to changes in pore pressure that may accom- 
pany steps in normal stress. If pore fluid pressure is 
a significant fraction of the lithostatic overburden and 
unaffected by the stress step from the mainshock, the 
apparent coefficient of friction/•t should be similar to 
intrinsic friction/• and much greater than the apparent 
coefficient of friction/•*. If pore fluids change in pres- 
sure by an amount identical to the step in normal stress, 
then there will be no effective change in normal stress 
on the fault, and the effective coefficient of friction 
will be zero. 

The stress state fits presented here are different from 
most stress inversions because they are not based on 
focal mechanisms or magnitudes, only on hypocenters. 
Complete earthquake catalogs are not needed, only con- 
sistent monitoring and accurate locations. The tech- 
nique could be adversely affected by changes in the net- 
work occurring at the time of the mainshock and cannot 
be applied to data from aftershock deployments. No 
assumptions about homogeneous structure, moment re- 
lease, or statistical independence of earthquakes are re- 
quired. The technique uses the locations of aftershocks 
to constrain the spatial distribution of the stress change, 
so accurate locations are important, especially near the 
mainshock source. The aftershocks are compared with 
background seismicity in order to correct for inhomo- 
geneities of the structure. The background stress field 
is assumed to vary only with depth, but fairly minor 
modifications to the technique would allow this assump- 
tion to be relaxed. Similarly, the effective friction on 
the faults is assumed to be uniform. The stress state 

modeling is not greatly dependent upon details of the 
friction model, but it does assume that seismicity rate 
is some monotonically increasing function of changes in 
failure stress Act?. 

3.2. Fitting Statistic 

To quantify the fit of stress step to the spatial distri- 
bution of seismicity, we compute 

A•r• efore _ A•r•. fter t-- 
2 2 N V/Sbefore/Nbefore -}- 8after / after 

where the symbol s is used to represent the standard 
deviation of a set of A•r? values, N is the number of 

events in the set, and A•r• eløre is the average change in 
failure stress evaluated at hypocenters of background 
events. The t statistic is computed from the seismicity 
from each of eight spherical shells shown in Figure 1. 
The summary statistic •=ltl is defined to be the sum 
of the t statistics from the eight spherical shells, and 
it is this summary statistic which is used to select the 
best fitting model. 

The t statistics used to quantify the fit of the seis- 
micity to the stress field are quite different from the • 
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Figure 1. (middle) Seismicity in map view, with darker shading indicating increases in failure stress 
for the model listed in the first row of Table 1. (left) and (right) The solid and dotted lines on the small 
histograms illustrate the distributions of change in failure stress on optimally oriented planes, Aerr for 
seismicity taken from different distance ranges surrounding the hypocenter of the Loma Prieta mainshock 
before and after the mainshock. T statistics are computed for each distance range to test how well the 
change in seismicity correlates with the change in stress, and those t statistics are summed to evaluate 
the models. Thousands of models are compared by computing t statistics for each one. 

statistic used by Reasenberg and Simpson [1992]. The/3 
statistic is a measure of the significance of the seismicity 
rate change in a fairly small region which is presumed 
to have a uniform stress step acting upon it. It is suit- 
able for making maps of rate change, but less useful 
for quantifying the relationship between the seismicity 
and stress in a highly variable three-dimensional stress 
field. The t statistic approach is more similar to a cross- 
correlation, in which the change in spatial distribution 
of seismicity is compared directly with the stress change 

field, with few spatial bins and only two broad time cat- 
egories defined. Since the/3 statistic is derived from a 
Poisson process in time, it requires a declustered cata- 
log. The • statistic is fairly resistant to temporal clus- 
tering, since it does not assume Poisson statistics and 
averages over large spatial volumes, but it does sum- 
marize the distributions of stress change with the mean 
and variance, quantities that would be more applica- 
ble to Gaussian distributions than they are to the true 
distributions of ArrF shown in Figure 1. Since the • 
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statistic is designed to quantify changes in the mean of 
a distribution, it detects increases in average AcrF, not 
only changes in sign. 

Each stress state is defined by giving the orientations 
of the principal stresses in terms of the azimuth (az) of 
the most compressive principal stress (crl) (Table 1), the 
plunges (pl) of the greatest and least principal stress, 
and the ratio of stress magnitudes •b 

The magnitude of the greatest principal stress is taken 
positive in compression and is an effective stress, includ- 
ing the effects of pore pressure. The remaining param- 
eters are the effective coefficient of friction p•, (Table 1 
and equation (1)), and the effective overburden density 
p•, which controls how quickly the vertical effective nor- 
mal stress increases with depth. The table also lists r, 
the shear stress resolved onto the mainshock fault plane. 
Table 1 also gives the summary statistic Et, which is 
the measure used to define how well the models fit in 

relation to one another. The more negative the number, 
the better the fit, but direct comparisons of summary 
statistics can only be made between models of the same 
catalog. 

To find the best model, we compute summary t statis- 
tics for 10,000 models, choosing cases increasingly sim- 
ilar to the best so far. The models are evaluated in 

l0 groups of 1000 each. The initial group of models 
is uniformly and randomly distributed over the physi- 
cally reasonable range for parameters having bounded 
ranges and exponentially distributed over the ranges 
of parameters having semi-infinite ranges. Trial back- 
ground stress magnitudes are uniformly distributed in 
logarithm of stress, ranging from 1 MPa to 1 GPa. After 
the first 1000 models have been evaluated, later groups 
of models are drawn from triangular or exponential dis- 
tributions centered upon the best model found so far. 
The widths of the distributions narrow progressively as 
the optimization progresses, until the final set of models 
involves small adjustments to the parameter values. 

3.3. Dieterich Seismicity Model 

If a population of faults loaded by a long-term steady 
tectonic stressing rate er•, and normal stress er, so that it 

produces a rate of background seismicity r, is subjected 
to a step in stress Art?, the new seismicity rate n will 
follow the following function of time t [Dieterich, 1994]' 

. (4) 
n-- [ (_zx,,•)_l]exp_t exp •o W + 1 

A o is a unitless parameter scaling the direct effect of 
velocity upon friction, and 

ADa 

(5) 
is the time at which the sequence approaches the steady 
background rate of activity. If the aftershock rate is 
averaged over the duration of the aftershock catalog T 
which is short compared to the interseismic period, the 
average rate of aftershocks • can be shown [Gross a•d 
Kisslinger, 1997] to be linearly proportional to the stress 
step A•F, 

- (6) 
r 

Two crucial properties of the Dieterich seismicity 
model used in this work are the linear proportionality 
between the steady state rate of seismicity and back- 
ground stress rate and a similar linear proportionality 
between the number of aftershocks and the stress step. 
Both relationships are applied to changes in seismicity 
rate at a given location instead of variations in seismic- 
ity rate between locations. In this way, regional varia- 
tions in fault structure and density are accounted for. 
The two crucial properties of Dieterich seismicity repre- 
sent assumptions on which the estimates of stress rate 
presented below are based. Other friction relations con- 
sistent with these assumptions are also consistent with 
the stress rate estimates. 

At t << t•, the Dieterich aftershock decay function 
reduces to a form very similar to the modified Omori 
model, 

K 

- (t + (7) 
except that the Dieterich model has p- 1. In (7), K 
scales the total number of aftershocks, c is a time shift 
that removes the singularity at t - 0, and p, which 
is typically between 0.5 and 2, controls the rate of de- 

Table 1. Stress State and Fault Friction Fits 
O.1 O.1 O.1 

Region Et az pl mag, MPa 
O'3 

pl •b p• p• r MPa 
Whole catalog -124 13 17 2.5 
Uncertainties 4-5.2 4-6.3 4- 12 4- 1.6 
Northern half -72 34 -8 6.9 
Southern half -118 16 29 5.8 

Calaveras Fault -34 25 -5 2.4 
San Andreas Fault -73 25 9 2.6 

Mœ > 1.5 -57 29 -6 5.6 
Wald source - 117 22 -6 1.5 

Depth< 6.Skm -95 30 4 4.0 
Depth> 6.Skm -116 19 17 2.3 

40 0.04 0.29 0.28 0.85 MPa 
4- 29 4- 0.14 4- 0.12 4- 0.49 - 
-41 0.22 0.26 1.64 2.64 

-5 0.89 -0.20 -1.10 2.03 

4 0.98 -0.38 -0.14 0.46 

-11 0.04 0.04 0.17 0.98 
0 0.10 0.55 0.64 0.38 

4 0.04 -0.06 0.16 1.08 
-39 0.06 0.98 0.60 2.43 
40 0.42 0.10 -0.02 0.82 
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cay. Another function that has been successfully used 
to model aftershock decay is the stretched exponential 
[Kisslinger, 1993], 

n(t)-qN*l (t) q (•o) q 7 •o exp[- t ]. (8) 

There are two parameters controlling the rate of de- 
cay of the stretched exponential, to, the characteristic 
time, and q, a unitless power of the decay with a typical 
value of 0.4. N* represents the total number of events 
the sequence will produce as t >> to. The modified 
Omori and stretched exponential functions will be used 
later to quantify variations in aftershock decay, and the 
Dieterich decay function will be used to estimate the 
friction parameter Ao. 

3.4. Aftershock Decay Modeling 

A practical technique for fitting and comparing af- 
tershock models having a variety of functional forms 
has been developed [Gross, 1996; Gross and Kisslinger, 
1994; Kisslinger, 1993; Ogata, 1983]. This technique 
finds the best fitting model by minimizing the Akaike 
information criterion (AIC), which also maximizes the 
likelihood of the model given the data. 

For an aftershock model having np free parameters 
and a modeled rate n(ti), as a function of the time of 
the ith aftershock, the AIC is 

min(AIC) = 2N- 2 
N 

Z max[log(n(ti))] + 2np, (9) 
i=1 

where N is the total number of aftershocks observed. 

The three models fit in this work (equations (4), (7), 
and (8)) all have np= 3 free parameters. The minimiza- 
tion is carried out by using the technique described by 
Gross [1996]. The lowest minimum from a series of 20 
downhill simplex runs is selected, with each run started 
from a different, randomly selected set of initial param- 
eters. The last 10 runs are started progressively closer 
to the best value found so far. 

4. Results 

4.1. Stress State 

Table 1 lists the best fitting background stress states 
and coefficients of friction for different catalog subsets 
and source models. With the exception of the Calaveras 
subset, the stress state fits listed in Table 1 are fairly 
similar to one another. The greatest principal stress 
directions are all NNE with magnitudes of 1.5 to 7 MPa, 
with small values of the stress ratio •b. The coefficients 
of friction are most often less than those observed in 

rock friction experiments, ranging from-0.4 to 1.0, and 
the effective overburden densities are much less than 

the true densities of crustal rocks. 

It is difficult to develop a measure of statistical un- 
certainty for fits to data that are not statistically in- 

dependent. One measure of uncertainty which includes 
variations in the data and source model, as well as the 
fitting procedure, is the variation in fitted parameters 
between the different cases listed on Table 1. To derive 

an estimate of the uncertainty inherent in the fits, we 
fit background stresses to a series of perturbed catalogs. 
These catalogs are constructed from the whole catalog, 
but with some clusters of background and aftershocks 
duplicated or omitted. All background events within 10 
days and 10 km of each other are linked into clusters, 
but the distance and time thresholds for clustering of 
the aftershocks decrease as the third power of distance 
from the source. A set of 100 perturbed catalogs is 
constructed by selecting clusters and single events with 
equal probability. Stresses were fit to the perturbed 
catalogs using the same technique applied to the orig- 
inal data, and variations in best fitting parameters are 
reported in Table 1. 

4.2. Comparisons With Previous Results 

Those fit parameters listed in Table 1 which exhibit 
the smallest degree of variability between fits using dif- 
ferent catalog subsets and source models are the fit- 
ting parameters which most often agree with the results 
of stress inversions using different methods. Perhaps 
the most stable result is the azimuth of the greatest 
principal stress. Amelung [1996] used Kostrov's [1974] 
method of summing the moment tensors of events to ex- 
amine the seismic strain field in the bay area and found 
strain states consistent with Table 1. He determined 

orientations of the strain axes for the combined pre- 
1989 and post-1989 catalog. An area centered around 
the Loma Prieta epicentral i egion shows d•, the axis of 
maximum shortening, oriented at about N19øE. On the 
San Francisco peninsula, north of Loma Prieta, he finds 
dl to be oriented • N30øE; south of Loma Prieta, in 
the Hollister area., he determines an azimuth of about 
N4 ø E. Along the southern Calaveras fault, dl is oriented 
about N15øE in this inversion. Using 53 preearthquake 
focal mechanisms near the epicentral region, Amelung 
[1996] finds dl to be oriented about N25øE. 

Michael et al. [1990] inverted focal mechanisms from 
before and after the 1989 Loma Prieta earthquake to 
infer the coseismic stress changes. A stress tensor in- 
version of 304 events in the Loma Prieta epicentral re- 
gion that occurred from 1969 to 1989 suggests a rela- 
tively homogeneous stress field with a N-S most com- 
pressional stress axis and subvertical intermediate stress 
axis [Michael et al., 1990]. In the immediate vicinity 
of the earthquake rupture, their result shows that al 
is oriented N8øE and a2 is subvertical, similar to the 
whole catalog inversion shown in Table 1. South of 370 
latitude, Michael et al. [1990] found a relatively homo- 
geneous background stress field with N-S compression 
and a vertical intermediate stress axis, less consistent 
with our results. For both regions they found •5 = 0.39, 
significantly different from our results. 
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Reasenbev# and Simpson [1992] computed the static 
stress changes from the Loma Prieta earthquake and 
compared them with changes in microseismicity rate. 
Since their modeling approach is similar to ours, it is 
reassuring that they also found that a low coefficient 
of friction (0.2) produces the best model and shows a 
significant correlation between stress and seismicity rate 
changes. 

Previous estimates of the magnitude of the back- 
ground stress are somewhat larger than the background 
stresses in Table 1, which result in shear stresses re- 
solved onto the mainshock fault plane ranging from 0.4 

to 2.7 MPa (Table 1). On the basis of a mechanical 
model of the effects of the coseismic rupture on the 
orientation of the strain axes Amelung [1996] suggests , 

that the background shear stress was less than 25 MPa. 
Michael et al. [1990] •nd Zo&ack and Beroza [1993] 
gue that the stress drop on the mainshock fault plane 
was nearly complete. This suggests a background mag- 
nitude of shear stress of about 5 MPa and near litho- 
static pore pressures [Zoback and Beroza, 1993]. 
4.3. Stress Rate 

To estimate the background stress rate, we compute 
stress changes Arrr from models of the Loma Prieta 
mainshock at the hypocenters of 10,000 aftershocks and 
10,000 events representing background activity for the 
catalog subsets in Table 2. Each earthquake is classi- 
fied into one of 20 categories on the basis of the modeled 
stress step AO'F at the hypocenter; the categories are 
chosen so that there are 500 aftershocks in each cate- 

gory, all with similar stress steps. The number of back- 
ground events rtbefore is not evenly distributed between 
bins, because background events are more common in 
regions of smaller Arrr than aftershocks are. We then 
divide the number of events in the background and af- 
tershock periods by the durations T of the respective 
periods to compute rates of activity and take a ratio 
of aftershock rate to backgroun d rate to find the after- 
shock amplification ratio for each stress category: 

nafter 1IT 
r (10) r/before 1/Tbefore 

As Figure 2 shows, the stress step AerF corresponds 
to a strong variation in aftershock amplification ratio, 
h/r. Equation (6) may be solved for 

(r'i* - (11) h T ' 

Table 2. Shear Stress Rates With Uncertainties 
Linear Fit L1 Norm 

Whole catalog 129 4- 23 93 
ML >1.5 73 4- 1.6 73 
Northern half 229 4- 37 146 
Southern half 46 4- 2 48 
Calaveras 113 4- 14 107 
San Andreas 149 4- 25 84 

Wald source 294 4- 62 195 

Stress rate in Pa/d. 
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Figure 2. Fits of the aftershock amplification factor 
versus stress step for the first model in Table i with 
estimates of stress rate derived from the slope. The 
inset plot shows points near the origin. An outlier at 
19 MPa with an amplification factor of 331 not shown 
on the plot influences the least squares fit in Table 1 
more than the L1 norm fit. 

to show that the stressing rate should be equal to the 
inverse of the slope of the line on the plot times the 
duration of the aftershock time interval T = 455 days 
for this catalog. Estimates of stress rate in Table 2 are 
found by doing least squares fits to the amplification 
factor versus stress step for the listed catalog, source 
model, and background stress. We also fit the slope 
using an L1 norm, which produced the estimates listed 
in Table 2. These robust fits generally show greater 
stability, but they also do not offer a misfit measure 
that can be interpreted as easily as the least squares 
fits. 

The stress rate fits shown in Table 2 vary consider- 
ably, with the strongest contrast between the northern 
and southern subsets. The area near the creeping sec- 
tion of the San Andreas Fault shows much slower ac- 

cumulation of stress than the rest of the region. The 
next most significant effects are source models and the 
magnitude cut, which produce fluctuations of almost a 
factor of 2 in loading estimates. The variation in stress 
rates found for the two different source models can only 
partially be explained by the 20% difference in total mo- 
ment between the models and may partly be due to the 
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smoother distribution of slip directions in the Wald et 
al. [1991] model. The magnitude cut affects the stress 
rate by correcting for incomplete reporting of the early 
aftershocks, and so the case with Mœ > 1.5 is probably 
the most dependable stress rate Table 2. 

In order to place the stress rate estimates in a tectonic 
context, it is useful to compare them with previously re- 
ported strain rates for the area. Lisowski et al. [1991] 
provided an excellent summary of California trilatera- 
tion data, showing strain rates across the San Andreas 
and Calaveras faults recorded by the Monterey Bay and 
San Francisco Bay networks. The southern part of the 
Monterey Bay network is well modeled by rigid block 
motion with the only off-fault strain occurring in the 
sliver of crust between the two faults. The northern 

half of the network is less well constrained but shows 

roughly 20 mm/yr displacement over 35 km. This trans- 
lates into a stress rate of 50 Pa/d using a shear mod- 
ulus of 3 x 10 •ø Pa. This stress rate is slightly smaller 
than most of the numbers reported in Table 1, most 
resembling the stress rate computed from the catalog 
of events Mœ > 1.5. Since the seismic stressing rate is 
large enough to account for all the strain being accumu- 
lated, the estimates suggest that there is little anelastic 
deformation occurring in the area, apart from the creep 
on the San Andreas and Calaveras which is evident in 

both the trilateration data and the lower stress rate 

found for the southern catalog subset. 

4.4. Postseismic Relaxation 

Table 3 lists three different decay parameters fit to 
nine subsets of Loma Prieta aftershocks and also re- 

ports the ratio of the number of aftershocks to num- 
ber of background events in each subset. The subsets 
are defined with respect to the postseismic stress step 
ACrE •, which is the change in failure stress due to the 
postseismic slip as modeled by B(irgmann et al. [1997] 
and shown in Figure 3. This model suggests postseismic 
oblique reverse slip on the rupture and shallow thrust 
faulting NE of the San Andreas Fault. The postseismic 
slip did not all occur on the mainshock source plane, 

Table 3. Aftershock Decay Measures for Subsets 
Postseismic to q p 

Coseismic Ae•r > 1.84 MPa 

Ae• > 1 kPa 26.3 0.44 1.15 4.2 oe 
1 kPa > IA(y•I 56.5 0.37 1.12 4.5 7.7 
-1 kPa > Ae• 48.4 0.47 1.09 6.2 30 

1.8• MPa > Aerr > 155 kPa 
Aa• > 1 kPa 33.8 0.35 1.01 3.4 16 
1 kPa > IAe•l 18.7 0.44 1.01 3.60 9.6 
-1 kPa > Aa• 16.1 0.47 1.31 3.65 5.6 

1.55 kPa > Aerr 

Aa• > 1 kPa 138 0.76 3.00 41 1.4 
1 kPa > IAa•l 973 0.89 0.31 450 0.30 
-1 kPa > Aa• 5.1x10 s .65 0.36 4.7x105 0.28 

Decay parameters were computed for events of Mr > 
1.3 for the cases with Aerr <1.84 MPa. Ten days of data 
after a large aftershock in the 1.84 MPa > Aerr > 155 
kPa sets were dropped. 

so there are significant differences between the spatial 
distribution of the postseismic stress field and the co- 
seismic stress step, differences that can be exploited in 
order to detect the effect of the postseismic stress field 
upon the aftershocks. Since we know that there is a 
strong relationship between aftershock generation and 
the coseismic stress step, the quantities to compare are 
the decay parameters and aftershock rates from those 
subsets for which the coseismic stress step was the same. 

Table 3 gives values of the characteristic time to of 
decay and the q value of the stretched exponential func- 
tion (8)[Kisslinger 1993]. The third column gives the p 
value, the decay exponent from the modified Omori af- 
tershock decay relation (7). All three parameters are 
fit using the maximum likelihood technique of Gross 
[1996]. Since there are two parameters controlling de- 
cay for the stretched exponential, we have combined 
them to make an overall measure of aftershock decay 
for the stretched exponential, which is given in Table 3. 
Large values of t• and small values of p are associated 
with slow decay. The parameters in Table 3 show a ten- 
dency toward more rapid aftershock decay for those sub- 
sets that are loaded by the postseismic slip. There are 
12 independent comparisons of values of p and t• which 
can be made between subsets in the same A(T F cate- 
gory, and 10 of these show the subsets with the greater 
postseismic loading decaying more rapidly, a correlation 
that should occur by chance 

p ____ 
212 , 

or 2% of the time. The ratios of activity are also 
mostly in order, with an 11% probability of occurring 
by chance. Faster aftershock decay and greater numbers 
of aftershocks are expected for those subsets which are 
loaded postseismically on the basis of Dieterich seismic- 
ity theory, since the postseismic slip rate was greatest 
in the early part of the aftershock sequence. One es- 
pecially interesting feature of this observed correlation 
between aftershock decay rates and postseismic loading 
is the absence of any dynamic effects from the postseis- 
mic slip. When seismicity is compared to static stresses 
generated by an earthquake, it is difficult to say for cer- 
tain that the observed relationship could not have been 
created by some aspect of the dynamic stresses, which 
are short lived but larger in magnitude than the static 
stresses. Here we have an observable effect on after- 

shocks in a case for which dynamic stresses are negligi- 
ble. 

5. Discussion 

The stress state and rate results presented above illus- 
trate that the seismicity modeling technique is broadly 
consistent with previous models of the stress state, 
stress magnitude, fault friction, and strain rate for the 
Loma Prieta area. Collectively, these results suggest 
that the properties of Dieterich seismicity theory under- 
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Figure 3. Postseismic velocity field from repeated GPS measurements in the southern San 
Francisco Bay area. Solid arrows with error ellipses on this plot represent the residual geodetic 
velocities• after the interseisznic velocities have been removed. The shaded arrows are velocities 
from the postseismic model, which involves slip on the fault planes shown in rectangular map 
projection. 

lying the modeling techniques are applicable to natural 
faults. The technique may provide information about 
the loading rate in areas where only seismicity data are 
available. The model also fits some quantities, like 
and effective overburden density p•, about which there is 
no independent information. Although the results are 
quite uncertain, they can be interpreted as consistent 
with high pore fluid pressures and relaxed lithostatic 
shear stresses. 

The low principal stress magnitudes listed in Table 1 
and also found for the Landers source region have in- 
teresting implications for crustal properties, if correct. 
The stress field computed with the seismicity model 
is the effective stress, because pore fluid pressures can 
counteract the effects of normal stresses, and the shear 
stresses are sensitive only to differences between princi- 
pal stresses. This implies that the differences between 
the principal stresses at seismogenic depths are of order 
3 MPa, but the overburden pressure at 6 km depth must 
be roughly 150 MPa, 50 times as large. Some process 

must be acting to reduce the shear stresses significantly, 
bringing the horizontal stresses into near equality with 
the vertical stresses, analogous to the isotropic stress 
tensor inside a fluid. One possible mechanism would be 
accumulated deformation of the crust, which could have 
occurred on a geologic timescale, permanently chang- 
ing the shape of the crustal rocks and reducing shear 
stresses. A similar effect could be produced by near- 
lithostatic pore fluid pressure maintained over geologic 
time, but this would require seals inside the fault capa- 
ble of resisting fluid pressure differences comparable to 
the difference between horizontal and vertical stresses 

on long timescales. High-pressure fluids also cause rocks 
to hydrofracture, forming systems of cracks that facili- 
tate permanent shape change. 

Employing the arguments of the previous paragraph, 
we can assume that the effective normal stress is approx- 
imately the size of the greatest principal stress as de- 
rived from the models. Our estimates of stress rate and 

the duration of the Loma Prieta aftershock sequence 
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made by fitting equation (4) (Figure 4) then permit a 
very rough estimate of the Dieterich friction parameter 
AD to be made using (5), the definition of 

t• 
At> = •, 0.0037, 

with a bestfitting value of ta - 170 days and rr •-, 3 
MPa. This estimate of At> is close to the range of 
laboratory values, 0.005 to 0.012 [Dieterich, 1994]. If 
we take a much more narrowly defined spatial cut, in- 
cluding only those aftershocks which had a stress step 
greater than 295 kPa, then the best estimate for t•, af- 
ter correcting for the observed background rate, is 5082 
days, giving At> m 0.11. If we instead assume that the 
effective normal stress is comparable to the overburden 
pressure estimated above, the estimates for AD range 
from 0.00007 to 0.0021, less than the laboratory values 
quoted above, which is a piece of indirect evidence for 
low effective normal stresses acting on the faults in the 
Loma Prieta source region. 

Byeflee [1993] presented a model of mature fault 
zones such as the San Andreas, explaining the absence 
of a heat flow anomaly there and the low effective 
strength in terms of near-lithostatic pore pressures. In 
his model, the ambient pore pressures are assumed to 
be hydrostatic, and the shear stresses are much greater 
than typical earthquake stress drops. Elevated pore 
pressures are produced by the compaction of the gouge 
inside a fault zone which is divided into many compart- 

ments by impermeable seals. The sealing process occurs 
only on mature faults at depths below about 3 km where 
temperatures are high enough and occurs over an inter- 
seismic interval a few hundred years in duration. The 
seals are broken when an earthquake occurs. The seal- 
ing also prevents hydrofracture, which would otherwise 
occur when the pore fluid pressure exceeds the least 
principal stress. 

The nearly isotropic stress tensors listed in Table 
i suggest an alternative explanation for elevated pore 
pressure in the fault zone. Principal stresses very sim- 
ilar to one another permit fluid-filled cracks of all ori- 
entations to be in hydrologic communication without 
causing hydrofracture or requiring sealing. Lithostatic 
pore pressures could be present outside of the fault as 
well and could have arisen from the lithification pro- 
cess or long-term compaction of the rock as a whole. 
Hydrologic seals would still have to be present in order 
to isolate the pressures characteristic of the different 
depths from one another, but they need not be formed 
and broken over short temporal and spatial scales. This 
model has the advantage of explaining low stress drops 
observed for small earthquakes on minor faults and on 
major ones after large events and predicts rather modest 
differences in failure strength between different faults 
resulting from factors such as geometry instead of fluid 
pressure. Because the total shear stress on a fault is 
small, it can be fairly readily counteracted by accumu- 
lated displacement, especially for more mature faults. 
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Figure 4. The rate of Loma Prieta aftershocks as a function of time with two aftershock decay 
models fit to the data. Time bins have been defined so that they each contain 50 events. The 
horizontal line represents a rate of activity estimated from the background period. 
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The effective density p• may be used to construct a 
very rough estimate of the total pore pressure P! at 
depth, 

P! • (p- p•)gh (12) 

and the pressures Ps • p'gh which the fluid seals in 
faults would have to resist to sustain the pore pressure. 
Since the effective densities p' are generally much less 
than the true density of rock p • 2700 kg/m 3 and de- 
formation could make the principal stresses similar to 
one another, the sealing pressure could be much less 
than the pore fluid pressure. If we take the shallow 
depth subset in Table 1 as typical for its estimate of 
p' • 600 kg/m 3, the maximum sealing pressure at 6.5 
km depth is P• • 38 MPa, attained when the pore fluid 
pressure reaches P! • 133 MPa. The stress model listed 
in Table 1 for depths > 6.5 km has a negative effective 
density p', so the sealing pressure P• should decline as 
depths increase beyond 6.5 krn under that model. The 
pore pressure may increase slightly faster than the over- 
burden below that depth. Low effective densities were 
also found for models of the Landers sequence [Gross 
and Kisslinger, 1997]. 

The low effective coefficients of friction listed in Ta- 

ble 1 and also found by Reasenberg and Simpson [1992] 
could have resulted from pore fluids confined to the 
faults, but there is some evidence in Table 1 that this 
effect is most significant at depths greater than 6 km. 
A higher coefficient of friction was also found in mod- 
els of the much shallower Landers seismicity by Gross 
and Kisslinger [1997]. Mechanically, low coefficients of 
friction would be expected if the pore volume decreases 
in response to the increased normal stress and the pore 
fluid pressures act against this increase, increasing the 
pressure inside the crack nearly as much as the normal 
stress increases outside. Negative apparent friction co- 
efficients could arise if the fluid pressure inside a fault 
actually increases faster than the normal stress, perhaps 
due to increased normal stress on cracks having a dif- 
ferent orientation than the fault which are in hydrologic 
communication with the fault. This pore pressure in- 
crease would have to be maintained over the timescale 

during which most of the aftershocks occurred and only 
be strong enough to counteract normal stress changes 
due to the mainshock. Other symptoms of high pore 
pressure are the low effective overburden density and 
relatively long aftershock duration, which have already 
been discussed. 

Some of the most interesting potential future appli- 
cations of the modeling techniques we have employed 
for this work lie in the area of seismic hazard analysis. 
Stress rates estimated from seismicity may prove a bet- 
ter predictor of total moment release than strain rates, 
because strain is sometimes relieved through aseismic 
processes such as fault creep. Our observation of lower 
stress rates near creeping faults is an illustration of this 
effect, but it should in principle allow creep on buried 
faults to be detected as well. The stress rate analy- 

sis can be carried out using seismicity data alone for 
structures like off-shore faults for which strain data are 

difficult to obtain. The technique requires consistent 
long-term monitoring of seismicity before and after an 
event with a well-constrained slip distribution and nu- 
merous aftershocks. Dieterich seismicity theory in com- 
bination with stress-step modeling might improve our 
ability to forecast short-term hazards from the after- 
shocks of large events as well. This approach depends 
upon detailed seismicity data gathered by local and re- 
gional networks as well as a fairly well-constrained back- 
ground stress state and rapid determination of the slip 
distribution for the mainshock. Serious application of 
these techniques to seismic hazards should not be at- 
tempted until additional verification and testing of the 
reliability of the modeling results has been carried out. 
Our study of the Loma Prieta aftershock sequence has 
been one such test. 

6. Conclusions 

The spatial distribution of Loma Prieta aftershocks 
is consistent with the model that static stresses from 

the mainshock triggered them and also implies a back- 
ground stress that is consistent with local tectonics and 
observed strain rates. Best fitting models have the 
greatest effective stress of • 1-7 MPa at a high angle 
to the fault plane, consistent with previous analysis of 
focal mechanisms [Beroza and Zoback, 1993]. 

The low magnitude of background stress and effective 
density much lower than true densities of rocks both 
suggest that high-pressure pore fluids are present. High 
pressure pore fluids also help explain the low effective 
coefficient of friction found for these models and how 

the relatively long duration of the aftershock sequence 
can be consistent with laboratory measurements of the 
constitutive parameter AD. 

The stress rate for the Loma Prieta area of 70 Pa/d 
(0.25 bar/yr) is somewhat less than the rate found for 
the southern San Andreas Fault system using Landers 
aftershocks but considerably greater than the rate found 
for seismicity south of 37øN latitude. This result is con- 
sistent with aseismic release of strain in the creeping 
section. The consistency of this result with known tec- 
tonics suggests that Dieterich seismicity theory is com- 
patible with these observations. 

Estimated values of the constitutive parameter AD 
range from 0.0037 to 0.11 and are similar to labora- 
tory values, but more experiments and estimates are 
needed. Smaller estimates of AD result from the as- 
sumption of lithostatic effective normal stress. Corre- 
lation of the postseismic loading with aftershock decay 
rates supports the contention that static stresses trigger 
aftershocks. 

Appendix' Derivation of cri• 

The failure function •rl•, shown on Figure 5, is the 
shear stress at which a failure envelope, assumed to be 
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Figure 5. This cartoon of a Mohr's circle and linear 
failure envelope is used in the derivation of err, the fail- 
ure stress. 

a line with slope/•', passes through the tau axis, where 
normal stress is zero. In the conventional representa- 
tion, this intersection is written down in terms of Topt 
and O'opt, which are the values of shear and normal stress 
(taken positive in compression) at the point where the 
failure line lies tangent to Mohr's circle. The failure line 
crosses the tau axis a distance/•'O'op t below Topt, SO the 
failure stress may be written 

erF = Topt --]/'eropt. 

This formula has been presented by many authors [i.e., 
Reasenberg and Simpson, 1992; King et al., 1994; Harris 
et al., 1995; Nostro et al. 1997]. The difficulty with it is 
that the optimal orientation for failure generally must 
be found before Topt and O'op t can be evaluated. For 
the stress modeling presented in this paper, as well as 
Gross and Kisslinger [1997], a different formula is used. 
This other formula for erF is equivalent to the above 
formula, but is written in terms of the maximum shear 
stress rmax and the normal stress on planes of maximum 
shear, O'max, which can easily be evaluated, 

O'F -- V/1 + liftmax -- ]/'ermax. 

This expression can be derived from the simple Mohr 
circle with a straight failure line having slope/•', shown 
on Figure 5. Consider the right triangle, formed by the 
failure line, the rr axis, and the radius which runs from 
the tangent point to the circle's origin. The hypotenuse 
of this triangle has a total length 

O'F 
q- ermax • 

because the triangle extends a distance erF/lU' beyond 
the r axis. The circle radius is equal to 'truax, so the sine 
of the angle between the failure line and the horizontal 
axis can be written 

Tmax 
sin c• -- . 

The failure line has slope/, so the sine of the angle it 
makes with with a horizontal line is 

sin c• - 

Substituting this into the previous expression and rear- 
ranging gives 

O'F V/1 q- ]/'2Tmax ]ff -- __ O'max. 

When evaluating the expression in a three-dimensional 
stress field, it is necessary to solve for the principal 
stresses by diagonalizing the stress tensor, and then se- 
lect the greatest and least principal stresses to com- 
pute the maximum shear stress Tmax ---- (erl- er3)/2 
and the normal stress on planes of maximum shear 
O'max : (0'1 q- 0'3)/2, 

(13) 
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