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Abstract. We employ a modified version of the Network Inversion Filter to inves-
tigate time-dependent slip following the 1989 Loma Prieta earthquake. Previous
analysis of Global Positioning System (GPS) and leveling data suggests afterslip on
the Loma Prieta rupture as well as aseismic slip on a thrust fault northeast of the
San Andreas fault which we identify with the Foothills thrust belt. We analyzed
173 daily GPS solution files at 62 stations collected from 1989.8 to 1998.3 (a total
of 1,134 three-dimensional relative baseline determinations). The observed position
changes are assumed to result from secular deformation, random benchmark mo-
tions, and temporally varying fault slip. The data reveal temporal variations in
slip rate but poorly resolve spatial variations in fault slip. The amount of temporal
smoothing is estimated by maximum likelihood. Conditional on this estimate,
reverse slip on the Foothills thrust decays from 45 + 12 mm/yr immediately after
the earthquake to zero by 1992. Reverse slip on the Loma Prieta rupture surface
decays from 57 & 11 mm/yr to zero by 1994. Right-lateral slip on the Loma Prieta
rupture surface decays monotonically from 30 + 10 mm/yr to zero by 1994. These
results suggest that (1) triggered afterslip can occur off the main rupture zone on
adjacent faults, (2) shallow afterslip dominated the postseismic deformation for the
8 years following the earthquake, and (3) postseismic slip on the Foothills thrust

may account for a significant portion of its total slip budget.

1. Introduction

-Geodetic measurements have revealed a great deal
about the geometry and slip distribution during earth-
quakes [ e.g., Arnaddttir and Segall, 1994; Hudnut et al.,
1994; Bennett et al., 1995; Murray et al., 1996]. Much
less is known about transient aseismic slip associated
with earthquakes. There is considerable evidence of
afterslip following some earthquakes [ e.g., Smith and
Wyss, 1968; Prescott et al., 1984; Bilham, 1989; Shen
et al., 1994; Savage and Svarc, 1997]. In many cases
the moment released by slow afterslip is substantially
greater than that released by aftershocks.

Our knowledge of transient aseismic slip is rather
limited because the data are restricted to geodetic sur-
vey measurements and strain meters, and until recently,
these networks have been spatially and/or temporally
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limited. Yet there are a number of important reasons
for studying aseismic slip. Aseismic slip can have a
strong influence on the moment budget of faults. The
central creeping zone of the San Andreas fault is the
most obvious example of this phenomenon. More re-
cently, Heki et al. [1997] showed that afterslip following
a subduction zone earthquake off the Sanriku coast of
Japan represented moment comparable to that released
in the mainshock. Afterslip redistributes stress in the
crust, and this stress redistribution can be important
in the occurrence of future earthquakes. Finally, im-
proved imaging of afterslip may help to constrain fault
zone constitutive laws. ‘
There are a number of questions related to earth-
quake afterslip that have yet to be addressed. We know
that coseismic slip distributions are often quite spatially
heterogeneous | e.g., Arnadéttir and Segall, 1994; Wald
and Heaton, 1994]. Does postseismic slip represent con-
tinued sliding in areas of peak slip, or does it tend
to fill in the areas of low coseismic slip? Is postseis-
mic fault displacement restricted to shear offset in the
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plane of the fault, or is there evidence for collapse of
dilatancy created during the earthquake [ e.g., Savage
et al., 1994]. If there is fault-normal motion, does it
occur in areas of high coseismic dilatancy or in areas of
postseismic slip? In order to address these questions,
we require the data and inverse methods that allow for
detailed imaging of postseismic processes.

This paper represents an initial attempt at using
Global Positioning System (GPS) data to map the spa-
tial and temporal distribution of afterslip following a
MT earthquake. We focus on the 1989 Loma Prieta
earthquake because there now exists an extensive set of
8 years of postearthquake GPS measurements. While
we initially suspected that viscous-like relaxation of the
lower crust would be the dominant postseismic pro-
cess, evidence from the Loma Prieta earthquake clearly
shows that brittle response of the upper crust dominates
the observable deformation in the decade following the
mainshock [Birgmann et al., 1997; Pollitz et al., 1998].

2. Data

In this study we employ all GPS data collected in the
Loma Prieta region, from immediately after the earth-
quake (1989.80) until 1998.27. The data were collected
by a number of different groups and agencies including
the U.S. Geological Survey, the National Geodetic Sur-
vey, Stanford University, and University of California,
Davis. Field methods and data processing are described
in detail by Birgmann et al. [1997] for all data collected
up to 1994. Data collected from 1995 to 1998 were
analyzed with the same processing methods, using the
Bernese (versions 3.5 and 4.0) [Rothacher et al., 1996]
GPS processing software and fixed International GPS
Service (IGS) precise orbits [Beutler et al., 1999]. Two
fiducial stations (Quincy and Mojave) were constrained
to their ITRF-92 (International Terrestrial Reference
Frame) positions at each data epoch.

The data set is quite heterogeneous, in the sense that
different subnetworks were surveyed by different groups
at different times, and more stations were continuously
added to the network in later occupations. Nearby
permanent GPS sites did not exist in the region until
September 1991 when two stations were installed near
the Hayward fault [King et al., 1995]. Data from the
permanent site SUAA at Stanford University, part of
the Bay Area Regional Deformation (BARD) network,
were included in the solutions beginning in 1994. While
many of the surveys included a station on Loma Prieta
(LP1), this site was not included in all surveys. In fact,
no single local station was occupied during each sur-
vey. Despite this, the data set is quite extensive. The
network consists of 62 stations (Figure 1), and there
are a total of 173 daily GPS position solutions. A to-
tal of 1,134 three-dimensional position determinations
leads to a data vector with 2,883 relative baseline com-
ponents. Notice, however, that the average station was
occupied only ~ 18 times, and only 11 sites were sur-

SEGALL ET AL.: LOMA PRIETA POSTSEISMIC SLIP

veyed more than 25 times (Figure 1). LP1, the most
frequently occupied station near the epicentral region,
was observed 64 times. Thus we anticipate that we will
only be able to recover the general characteristics of the
postseismic transient motions.

3. Method

We employ a modified form of the Network Inver-
sion Filter (NIF) [Matthews and Segall, 1988; Segall
and Matthews, 1997] to analyze the GPS observations.
Before describing the details of the NIF, we contrast
the filtering approach with the more standard analysis
approach. The most common method is to assume a
parametric form for the time dependence of the defor-
mation, typically logarithmic or exponential. The time
series are individually fit to the parametric equation,
and the computed parameters ( e.g., the slope, net off-
set, or cumulative displacement) are then inverted for
the geometry of the fault or the distribution of slip on
the fault.

In contrast the Network Inversion Filter does not as-
sume a particular parametric form for the time depen-
dence of the deformation. The filter is allowed (within
some bounds) to find whatever time dependence is nec-
essary to fit the data. Secondly, the spatial and tem-
poral variations are modeled simultaneously using the
observed GPS derived positions and covariances. Fi-
nally, random local benchmark motions are explicitly
modeled. The fact that the filter analyzes data from
the full network simultaneously allows the algorithm to
distinguish between temporal variations that are local
to a single station, and thus unlikely to be tectonic, from
temporal variations that are coherent across the geode-
tic network, and thus likely to represent time-varying
fault motion. Spatially and temporally correlated noise
processes could, however, be mismodeled as crustal de-
formation.

We now discuss the differences between this imple-
mentation of the Network Inversion Filter and that de-
scribed by Segall and Matthews [1997]. Because the
data are irregularly sampled in time, and in particular
most stations were not observed immediately following
the earthquake, we need to consider the vector positions
of the GPS stations rather than displacements. That
is, we can not difference all observations to the first
measurement epoch, since all sites were not observed.
at that, or any, particular time. We actually model
relative baseline vectors, by subtracting the position of
one arbitrary site, from the other simultaneously ob-
served positions. The reference site does not need to
be the same from day to day, nor does it need to be
stationary, since the relative motion is modeled. This
procedure removes any errors in the absolute position
determinations due to translational biases in the refer-
ence frame. It does not, however, remove rotational or
scale biases that may occur. This is particularly impor-
tant in the early data collected shortly after the 1989
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Figure 1. Network of Global Positioning System (GPS) sites that were measured following
the 1989 Loma Prieta earthquake. The different symbols indicate the number of daily station

occupations.

earthquake when GPS tracking networks were much less
extensive than they are today.

The observed coordinates at time ¢, x(t), equal the
positions at some reference epoch to, x(to), plus any
motion that occurs between ¢ and ty, and observation
€rTors,

xe(t) = VE(R)(t—to) = X.(to) +
+ / sp(, t — t0) Gy (%, €)ng(€)dA(€)
A

+ L(x,t —to) + €. (1)
The first term on the left-hand side of (1) is the observed
position at time t. The second term on the left-hand
side accounts for the expected secular motion at velocity
vie¢(x) that would have accumulated between time to
and time ¢t had no earthquake occurred. Here we use the
interseismic model developed by Biirgmann et al. [1997)

based on 20 years of geodolite observations collected by
the U.S. Geological Survey (USGS) prior to the 1989
earthquake. The second term on the right-hand side
of (1) represents motion due to slip s(&,t — to) on one
or more fault surfaces A, which accumulates following
the earthquake. Here, p, q,r = 1, 2, 3, summation on re-
peated indices is implied, and ny(§) is the unit normal
to the fault surface A(§). The kernels G, (x, §) are the
elastostatic Green’s functions for dislocations | e.g., Aki
and Richards, 1980] in a homogeneous, isotropic, elastic
half-space [ e.g., Okada, 1985]; that is, they relate unit
slip in the p direction on a fault with normal in the ¢
direction to displacement in the r direction. The third
term on the right-hand side, £(x,t—to), represents local
benchmark motions due to surficial processes. We take
these spatially incoherent motions to follow a Brown-
ian random walk process | Wyatt, 1982, 1989; Langbein
and Johnson, 1997] with scale parameter 7 (units of
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length/time!/2). The final term represents the observa-
tion errors, which are taken to be normally distributed
with covariance matrix ¢2%, where ¥ is the formal co-
variance matrix derived from the GPS analysis and o2 is
an unknown scalar factor, which accounts for the differ-
ence between formal errors and the observed repeatabil-
ity in the GPS data [e.g., Larson et al., 1991]. The scal-
ing is required because the GPS analysis software does
not completely account for some error sources, including
multipath, nonuniform variations in tropospheric delay,
unmodeled variations in antenna phase patterns, etc. In
detail, ¥ is already scaled as in the work of Biirgmann
et al. [1997] to account for differences observed between
solutions with computed orbits (prior to mid-1991) and
those with fixed IGS orbits.

The unknown slip is taken to be a linear combina-
tion of spatial basis functions, B(x), in which the co-
efficients are time varying, s(x,t) = sz=1 ek () Br (x).
The temporal variation is modeled nonparametrically,
by taking the slip accelerations to be random Gaussian
increments. The coefficients c(t) are thus composed
of a steady velocity vy and an integrated random walk
Wi (t) with scale parameter o2 (units of length? /time?):

Ck (t) = vt + Wk(t). (2)

Wy (t) is the integral of a random walk process, or twice
integrated formal white noise with variance o?. In the
limit a? — 0 the estimated slip rate is constant, equal
to vk, whereas with increasing o the slip rate becomes
more temporally variable in order to improve the fit to
the data. Several examples based on fits to synthetic
data are given by Segall and Matthews [1997).

The Network Inversion Filter is a linear method that
assumes that the geometry of the active structures is
known. In this analysis we employ the two dislocation
surfaces estimated from the data by Biirgmann et al.
[1997]. This study used the average rates of change on
the GPS baselines from 1989 to 1994, as well as verti-
cal displacement rates from repeated leveling, to infer
the position of the active structures following the 1989
earthquake. Biirgmann et al. found that two dislo-
cation surfaces were required to fit the data. The first
dislocation corresponds to the Loma Prieta rupture sur-
face. The second dislocation is a southwest dipping re-
verse fault located in the Foothills thrust belt north-
east of the San Andreas. The reverse fault is required
in order to explain convergence normal to the trend of

the San Andreas observed in the postseismic GPS data.

[Savage et al., 1994] and uplift of the hanging wall of
the Foothills thrust [Birgmann et al., 1997].

4. Analysis

The first step in the analysis is to estimate the slip ac-
celeration parameter a and the scale of the random walk
motions 7. These parameters can be estimated directly
from the data using maximum likelihood techniques
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[Segall and Matthews, 1997). The available GPS data,
however, are sparsely and heterogeneously sampled. We
analyzed a frequently measured 16 station subset of the
data, including the Loma Prieta profile (stations CLIF,
GREG,FIRE, END, LP1, LP2, LP4, MAZZ, CALE,
COY, MOCH, 0SO01) as well as the Monitor network
(stations BRUS, EAGL, HAMI, ALLI). The mean num-
ber of observations in the subset is 21, and the maxi-
mum (at LP1) is 46. The —2x log(likelihood) surface is
shown in Figure 2a as a function of a/c and 7/0. The
maximum likelihood point corresponding to the mini-
mum of the —2x log(likelihood) is given by 7 = 0.005
m/yr'/2, a = 0.013 m/yr®2, and o = 2.4.

As can be seen from Figure 2b, the random walk
parameter 7 is nearly independent of the value of o,
demonstrating that the Network Inversion Filter is ca-
pable of distinguishing between local benchmark motion
and time-dependent fault slip. Note that we do not es-
timate different values of T at each site, although it is
almost certain that some sites are more subject to local
monument instability than others. The reason for this
is simply that with only 21 observations (on average)
there are insufficient data to obtain a reliable estimate
of the random walk scale at each station.

Our estimate of the average random walk scale pa-
rameter, 7 = 5 mm/yr'/2, is somewhat higher than
estimates based on much greater amounts of laser rang-
ing data elsewhere in California. Langbein and Johnson
[1997] estimated 7, ranging from 4 mm/yr'/2 at “unsta-

ble” sites to 1 mm/yr'/2 for “stable” sites. Note that
the laser retroreflectors extend well above the ground
surface, in contrast to the standard brass tablets mounted
on steel rods that are used in GPS geodetic studies.
More importantly, there are almost certainly time de-
pendent errors intrinsic to GPS that are not present in
laser ranging data. The difference between our estimate
and those of Langbein and Johnson is at least partly due
to the paucity of measurements in the post Loma Prieta
GPS data set. With somewhat over 300 total observa-
tions (in the maximum likelihood analysis) there may
not be sufficient data to yield a robust measure of the
random walk variance. Given the nonlinear nature of
the estimation, it is difficult to determine a rigorous es-
timate of the uncertainty in 7. Figure 3, which shows
the variation in the likelihood as a function of 7 for o
fixed at the maximum likelihood estimate, emphasizes
that the minimum in the —2xlog(likelihood) is reason-
ably broad, suggesting that 7 is not tightly constrained.
(Note that the slightly larger maximum likelihood es-
timate of 7 is due to the finer sampling in Figure 3
compared to Figure 2b). It is also possible that an-
tenna setup errors contribute to the somewhat larger
than expected estimate of the random walk parame-
ter. We tested omitting the vertical component from
the maximum likelihood calculation and analyzing only
data from 1993 onward. Neither had a significant effect.
Finally, it is also possible that our simplified model does
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Figure 2. Maximum likelihood analysis of variance parameters. (a) Minus twice the logarithm of
the likelihood surface as a function of logio(a/c) and logyo(7/c). The maximum likelihood value
(the minimum point on the surface) is indicated by an asterisk. (b) Random walk parameter 7 as a
function of logio(a/c) and logio(7/0). The maximum likelihood value is indicated by an asterisk.
Note that the estimate of 7 is nearly independent of a. (c¢) Temporal smoothing parameter o
as a function of logyo(a/0o) and logio(7/0). The maximum likelihood value is indicated by an
asterisk. Note that the estimate of « is only weakly dependent on 7. (d) Data covariance scale
factor ¢ as a function of logio(a/0) and logio(7/0). The maximum likelihood value is indicated

by an asterisk.

not adequately describe the physics of postseismic de-
formation, thus artificially increasing the estimate of 7.
The fact that we obtain estimates within a factor of 2 of
those of Langbein and Johnson, who used vastly more
data, is encouraging. For most of the remaining analy-
sis we will assume 7 in the range of 2-3 mm/yr*/2. We
show below that small changes in 7 lead to insignificant
changes in the estimates of fault slip rate.

Figures 2¢ and 2d show the values of a and o also as
a function of the ratios a/c and 7/0. As can be seen
from Figure 2c, the estimated value of the temporal
smoothing parameter « is only weakly dependent on
the estimated ratio 7/o. Figure 4 shows the variation in
the likelihood as a function of the temporal smoothing
parameter for two different values of 7. It is clear from -
Figure 4 that the maximum likelihood estimate of «
does not change significantly for a factor of 2 change in

T.

We also examined a larger subset of the data which
included sites more distant from the Loma Prieta rup-
ture zone. This data yielded a somewhat smaller value
of a. It makes sense that the larger network yields es-
timates that are more nearly steady state than does
the smaller network which is localized to the Loma Pri-
eta rupture zone. From visual examination of the data
time series [Savage et al., 1994; Birgmann et al., 1997
it is apparent that stations closest to the rupture zone
show more evidence of temporal variability. In fact,
Biirgmann et al. [1997] found no significant postseis-
mic transient motion at distances greater than ~ 20
km from the coseismic rupture zone. Thus we would
expect the more localized Loma Prieta subnetwork to
correlate with somewhat larger values of the accelera-
tion parameter a.

The nonzero estimate of the acceleration parameter
o indicates that the data record a transient deforma-
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tion process. (Recall that a steady state process cor-
responds to @ = 0.) We can test the significance of
the nonzero « using the loglikelihood test of Matthews
[1991]. This test compares the loglikelihood of the full
model at the maximum likelihood point, Ly, with the
likelihood when « is constrained to be zero, and only
T is estimated from the data, Lg. For this data set,
Ly = 139.5 and Ly = 131.6. This gives a likelihood
ratio statistic of 2(Ly,; — Lo) = 15.9, which should fol-
low a x? distribution with one degree of freedom. A
value this large is extremely unlikely, suggesting that
we can reject the steady-state hypothesis (a = 0) with
great confidence. It should be noted, however, that al-
lowing nonzero « in fact adds more than a single degree
of freedom, since the slip rate may vary at each epoch.

An alternate approach is to use Monte Carlo proce-
dures to test the hypothesis that a is nonzero. We first
generated synthetic data according to

%o(8) =  vE(X)(E—to) + Rr(to)
+ / 59 6, — 10) Gl (%, E)g(€)dA(E)
/A
+ L(x,t—to)+ €,

3)

where %,(to) is the estimated position at the reference
epoch and is returned directly from the Kalman Filter.

The estimated fault slip $,(&,t — to) is reconstructed
from the estimated basis function coefficients,

M
(6t —t0) =) Gkt —to)Br(€),  (4)
k=1 ‘

where the subscript p refers to the component of slip
(strike-slip or dip-slip) and the subscript k refers to the
component in the expansion of the slip in the basis func-
tions B(€). The coefficients épy are returned from the
Kalman Filter.

Random walk was added with scale parameter 7 = 3
mm/yr'/2. Measurement error was simulated to have
the covariance structure of the actual observations at
each time step. Conceptually, the data vector at each
epoch was normalized by multiplying by the inverse
square root of the data covariance matrix. Following
this, random normal variates were added, and the data
vector was rescaled by multiplying by the square root of
the covariance matrix. Mathematically, this amounts to
d* = d+ Te, where d* is the simulated data, e are ran-
dom variables with unit variance, and T is the square
root of the data covariance.

We ran two groups of 20 simulations each, estimating
a by maximum likelihood for each simulation. In the
first group, @ was set to zero, simulating a steady state
process. The Monte Carlo estimates @€ are shown in
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Figure 6. Estimated slip rate as a function of time. (a) Slip rate on the Loma Prieta fault.
Positive dip slip is thrust, and right-lateral strike slip is negative. (b) Slip rate on the Foothills
thrust fault. Dashed lines indicate plus and minus one standard deviation bounds.

Figure 5a. In the second set of 20 simulations, o was
set to the maximum likelihood estimate for the actual
data, a = 0.013. That is, the signal component of the
simulated data matched the temporal variability of the
observations. These estimates 6MC are shown in Fig-
ure 5b, and are always greater than the maximum esti-
mate in Figure 5a. This strongly suggests that we are
unlikely to estimate a value of o = 0.013 if the underly-
ing process was truly steady-state. We thus confidently
reject the steady-state model.

5. Temporally Variable — Spatially
Uniform Slip Results

Given the above estimates of the random walk pa-
rameter 7 and the acceleration variance o, we are in a
position to estimate the temporal variability of the slip
from the full GPS data set. As discussed in section 2,
this involves 173 daily GPS solution files (and associ-
ated covariance matrices) between 1989.80 and 1998.27.

With reference to equation (1) the estimated param-
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Figure 7. Observed (open circle with one standard deviation error bars) and predicted (dashed
lines) displacements relative to station LP1 for selected sites southwest of LP1. (a) North com-
ponent. (b) East component. Curves have been offset vertically for clarity.

eters are the following: (1) the three-dimensional posi-
tion of all stations at the reference epoch ¢y, the time of
the first measurements following the earthquake, x, (to);
(2) the slip rate coefficients ¢ () for both dip slip and
strike slip on the two model faults at each measurement
epoch; and (3) the three-dimensional random walk com-
ponent of motion of all stations at each measurement
epoch, L(x,t — tg).

1/2
3/2

Results are shown in Figure 6 for 7 = 0.003 m/yr
and a temporal smoothing parameter a of 0.013 m/yr
Both components of slip decay with time on each of the
faults, although not in a simple fashion. The Loma Pri-
eta fault exhibits more dip slip postseismic motion than
strike slip (Figure 6a). The strike slip component de-
cays from an initial value of ~ 3.0 £1.0 cm/yr to near
zero by 1994. The reverse component of slip starts at
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Figure 8. Observed (open circle with one standard deviation error bars) and predicted (dashed
lines) displacements relative to station LP1 for selected sites northeast of LP1. (a) North com-
ponent. (b) East component. Curves have been offset vertically for clarity.

5.7+ 1.1 cm/yr immediately following the earthquake,
decays to slightly more than 2 cm/yr by 1992, and then
finally drops to near zero by 1994.

Slip on the Foothills thrust is nearly pure reverse
slip. Although the strike-slip component is formally
nonzero, we do not feel that this is significant. The
reverse slip rate immediately after the mainshock was
4.5+ 1.2 cm/yr, and this decayed to near zero by 1992
(Figure 6b). The oscillations in slip rate on the Foothills
thrust following 1992 are most likely not significant, al-

though they are common features of multiple inversions.

It is important to recognize that the estimated post-
seismic rates of reverse slip are orders of magnitude
greater than long-term geologic slip rates which are less
than 1 mm/yr on the various faults [McLaughlin and
Clark, 2000; Biirgmann et al., 1994; Anderson, 1990;
Valensise and Ward, 1991].

The model predictions are compared to the observa-
tions in Figures 7 and 8. In Figures 7 and 8 the pre-
dicted positions contain the secular trend v$¢¢(x) and
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Figure 9. Random walk components of motion for selected sites northeast of the San Andreas
fault. Curves have been offset vertically for clarity.

the estimated random walk components [',(x,t —top), as
well as the motion due to fault slip. The estimates of

position at the reference epoch %, (tp) and random walk

L(x,t—to) are returned directly from the Kalman Filter.
The estimated fault slip 5,(&,t —to) is determined from
equation (4). Because the positions of the benchmarks
are estimated at the reference epoch, there is no arbi-

trary offset between the observed and predicted data in

Figures 7 and 8 (observed and predicted values may be
offset vertically by the same amount when plotted for
clarity). ,
Although the slip model seems to do a reasonably
good job of explaining the observations, there are indi-
cations that the model is not complete. The random
walk components of motion alone show spatial correla-
tions between nearby sites, which is inconsistent with
our assumption that benchmark wobble is spatially in-
coherent. This correlation is illustrated for several sites
northeast of the San Andreas fault in Figure 9. Here it
can be observed that the north components of the ran-
dom walk motion are all in the same direction at the
sites HAMI, COY, CALE, and MAZZ. It is unlikely that
this would occur randomly and suggests that there may

be either missing sources of deformation or other limi-

tations to the model explored here. For example, this
may indicate that the observed convergence is accom-
modated on a more complex array of faults within the
Foothills thrust belt.

We attempted to test Savage et al. ’s [1994] hypoth-
esis that the observed motions normal to the trend of
the San Andreas are due to fault collapse. As in the

previous calculations, we assume spatially uniform slip .
and fault-perpendicular motion; however, slip on the
Foothills thrust is excluded. The results shown in Fig-
ure 10 indicate that, assuming this explanation is cor-
rect, fault-normal collapse was roughly proportional to
the amount of postseismic slip. The weighted resid-
ual sum of squares, r’Y!r/Nyps = 3.38, is slighlty
greater than that found for the previous calculation,
3.35. We conclude that the GPS data alone can not dis-
tinguish between fault collapse on the mainshock rup-
ture plane and fault-normal thrusting on the Foothills
thrust system, consistent with the findings of Biirgmann
et al. [1997]. The thrust faulting interpretation is
supported by vertical displacements determined from
leveling data, collected in 1990 and 1992 [Birgmann
et al., 1997], compressional surface deformation ob-
served along the Foothills thrust system following the
Loma Prieta earthquake [Langenheim et al., 1997], and
a preponderance of reverse faulting aftershocks north-
east of the San Andreas fault-{Birgmann et al., 1997].
We also examined the possibility of deformation be-
low the mainshock rupture plane. Pollitz et al. [1998]
considered models that allow for postseismic fault slip -
as well as viscoelastic relaxation of the lower crust.
They find that although most of the postseismic signal
can be explained by fault slip, there is limited evidence
for viscoelastic relaxation of the lower crust. Linker
and Rice [1997] also considered finite element models
of postseismic relaxation and stress transfer following
the Loma Prieta earthquake. In this study we tested
for time-dependent slip on a downdip extension of the
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Figure 10. Estimated slip rate and fault opening rate, following the hypothesis of Savage et al.
[1994]. (a) Strike slip and dip slip on the Loma Prieta fault as a function of time. Positive dip
slip is thrust, right lateral strike slip is negative. (b) Slip amplitude and fault opening (negative
values indicate collapse of the fault zone) as a function of time. Dashed lines indicate plus and

minus one standard deviation bounds.

mainshock rupture plane. The deep fault segment is 8
km in downdip dimension, extending to a depth of 23
km. Slip on the deep fault segment could represent dis-
tributed deformation in a narrow zone or might very
crudely represent more distributed flow in the lower
crust. The Network Inversion Filter results for this
geometry yielded significant deep slip; however the fit
to the GPS data is not improved despite the increased
model complexity. Dip slip decayed nearly linearly from

a rate of 5.1 + 2.1 cm/yr to zero by 1994. Strike slip
is never significant. There is no indication of a deep
process with a longer decay time than that observed for
slip on the mainshock rupture plane.

6. Spatially Variable Slip

We choose to start with a discrete basis set consisting
of rectangular dislocations which tile the fault planes.
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The displacements associated with each element are
computed using the expressions of Okada [1985]. The
discrete form of the observation equation (1) is

x*=xo+Is+L+e (5)

Here x* are the observed positions corrected for secular
motion, s is a vector containing the slip magnitudes cor-
responding to each fault element, and I" relates slip in
each element to displacement. As solutions to (5) are,
in general, nonunique, we seek solutions that fit the
data and are reasonably smooth in the spatial domain.
Spatial smoothing can be implemented in a number of
ways | e.g., Parker, 1994; Matthews and Segall, 1993].
Here we seek solutions that minimize a roughness norm
of the slip distribution ||T's||, where we take T' = V2, a
finite difference approximation to the Laplacian [Har-
ris and Segall, 1987). Matthews [1991] showed that the
continuous analogue of this norm approximates a stress
roughness norm.
The slip rate distribution can be expanded in some
basis set B,
(6)

where ¢ are time-varying coefficients and we postpone
for the moment the particular choice of bases.
The observation equation (5) then becomes

s = Bc,

x*=x9+Kc+L+e, (7)

where K = I'B. The squared model norm is
ITs||? = TBTTTTBc, (8)
||Ts||? TvEYTc, (9)

where E and ¥ are the eigenvalues and eigenvectors of
BTTTTB. Note that from (9) the components corre-
sponding to the basis functions with the largest eigen-
values contribute most to the roughness of the slip rate
distribution. If there are multiple slip components,
strike slip and dip slip, or multiple faults, then the
squared model norm is the sum of contributions from
each component.

Recall from (2) that the coefficients ¢ have a steady
state component v and an integrated random walk com-
ponent W(t). Written in state space form, the signal
components of the state vector, [v, W (tx), W (t)]T, the
coefficients c(t) are expressed as

W(tkj
W (tk)

C(tk) = [tk’ 170] (10)
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"The state evolution equation corresponding to this model Figure 11. Simulation of decaying slip event on a hor-

is given by Segall and Matthews [1997].
6.1. Smoothing Through A Priori State
and Covariance

In the study by Segall and Matthews [1997] the amount
of spatial smoothing was controlled by the a priori state

izontal fault. (a) True distribution of fault slip rate
in space time. (b) Estimated slip rate with spatial
smoothing imposed by the prior covariance matrix, as
in the work of Segall and Matthews [1997], for v = 1 and
a = 100. (c) Estimated slip rate with spatial smoothing
imposed by pseudo-observations using the maximum
likelihood estimates 4 = 190.6 and & = 764.5.
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vector and its covariance. This procedure worked well
with transient signals that increase with time but is
not satisfactory for decaying transients such as postseis-
mic slip. The reason for this is that imposing spatial
smoothing through the prior state and covariance inex-
orably links the spatial and temporal domains. Specif-
ically, in order for the solution to be spatially smooth,
the transient component of the slip rate must be small
-at early times. This is clearly inappropriate for post-
seismic slip.

We illustrate this with a simulation of a decaying slip
event on a horizontal fault. The problem is limited to
two-dimensional, antiplane strain for simplicity. The
true slip history is shown in Figure 11a. Synthetic data
were generated for this event with added random walk
(t = 0.001 m/yr'/?) and white (¢ = 0.001 m) noise.

Basis functions were chosen in the following manner."

Apply the simple transformation I's = I'T~1T's = I''s'
to the observation equation (5). From the singular value
decomposition of IV = UpAprT, define basis functions

(11)

The kernel K in the observation equation (7) is simply
K =U,. Also, ¥ =1 and E = A~2. From (9), note
that the components corresponding to the smallest sin-
gular values contribute most to the roughness of the slip
distribution.

With this approach spatial smoothing is implemented
by setting the a priori value of the coefficients ¢ to zero.
The a priori variances scale with A2, so that coeffi-
cients corresponding to large singular values are only
weakly constrained to zero, whereas terms correspond-
ing to small singular values are tightly constrained to
Z€ero.

Employing the methods described by Segall and
Matthews [1997], we determine maximum likelihood es-
timates of the spatial and temporal smoothing param-
eters of v = 107 and a = 662. This resulted in an
estimated slip rate distribution that was quite oscilla-
tory in the spatial domain. While decreasing « leads
to a smoother slip rate distribution it also forces the
initial slip rate to zero (Figure 11b). This is clearly an
unsatisfactory fit to the initial input slip rate distribu-
tion (Figure 11a), motivating us to explore alternative
methods for smoothing that decouple the spatial and
temporal domains.

B=T"'VA %

6.2. Smoothing Through Pseudo-Observations

In order to separate the spatial and temporal do-
mains, we impose spatial smoothing at each time step
in the Kalman Filter. To do so, we augment the obser-
vation equations with pseudo-observations.

The state vector for the full geodetic network is

Xe = [v1, Wilts), Wi(ts), va, Wa(tx), Wa(ts),
...'L)M,WM(tk),WM(tk),
Bl(tk),Bz(tk),...BN(tk),

Xl(to),XQ(to),. . .XN(t())}T, (12)
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where M is the number of basis functions and N
is the number of data (3 times the number of sta-
tions in the network). The first group of terms,
...vM,WM(tk),WM(tk)..., are related to the coeffi-
cients of fault slip, as in (10). The second set of
terms, ...Bn(tk)..., represent the Brownian motion
for all the stations at epoch k. The final set of terms,
...Xn(%o) ..., correspond to the coordinates of the sta-
tions at the initial epoch. The length of the state vector,
is 3M + 2N ; three terms for each basis vector, one term
for the random walk component at each station, and
one term for the initial coordinates of each station.
The observation equations are

dy = Hip Xy + €, e ~ N(O, 0'22), (13)
where dj, and X}, represent the data and state vector at
epoch tg,k =0,1,2,... Nepochs- The second part of (13)
signifies that the observation errors €, are assumed to
be normally distributed with zero mean and covariance
0%%. The matrix Hj, relates the data to the state vector
and is given by Segall and Matthews [1997].

Recall from (9) that the squared spatial roughness
norm is given by ||T's||?> = cTUEYTc. Thus equations
of the form 0 = E1/2WT¢ enforce the prior expectation
that the roughness of the fault slip distribution is small
(near zero). We introduce such “pseudo-observations”

at each epoch of the Kalman Filter
0=EY2UT[Ay 0] +wp  wi ~ N(0,7%I), (14)

where the matrix A; maps the state vector to the coef-
ficients ¢, and is given by

tx 1.0 0 0 0 0
0 00t 1 0 0
Ak=10 00 0 0 0 ¢ (15)

The pseudo-observations have mean zero and variance
v%. Note that Ay has dimension Nbasis x 3Nbasis,
where Nbasis is the number of basis functions. The
zero vector 0 in (14) annihilates the components of the
state vector associated with random benchmark mo-
tion and initial coordinates. The equations (14) act
to keep the coefficients ci small, depending on the size
of the associated eigenvalue. Large eigenvalues, asso-
ciated with basis functions that contribute most to the
spatial roughness, are more heavily weighted than small
eigenvalues.

The observation equations (13) and the pseudo-
observations (14) can bewritten together

de | _ | Hi
BIRE
where the smoothing matrix S is given by
Sy = [EY?9T A, 0. (17)

.The errors 0 are distributed as N(0, R), where
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(18)

a?s 0
Ry = ( 0

It should be clear that the the observation equa-
tions and pseudo-observation equations can not be sat-
isfied exactly. Equation (16) is solved by weighted least
squares, via Kalman Filtering, with the covariance ma-
trix (18). The ratio v2/0? weights the relative impor-
tance of minimizing the solution roughness versus fit-
ting the observations dj. As v2/0? is reduced, the so-
lution becomes smoother in the spatial domain, whereas
increasing 72 /0? allows the model to fit the data more
accurately.

We tested the modified Network Inversion Filter us-
ing spatial smoothing at each epoch on the simulation
shown in Figure 1la. For the previous choice of ba-
sis functions EY/2¥T = A-1. The maximum likeli-
hood analysis returned estimates of spatial and tempo-
ral smoothing parameters of ¥ = 193.8 and & = 777.4.
The estimated white noise standard deviation & was
1.004, very close to the true value of 1.0. To simplify
the analysis, we employed the true value of 7, 0.001
m/yr/2. Segall and Matthews [1997) showed that, given
enough data, maximum likelihood employing the Net-
work Inversion Filter leads to reasonable estimates of
the random walk scale parameter.
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The estimated slip rate distribution in space and time
using the maximum likelihood estimates of the spatial
and temporal smoothing parameters is shown in Fig-
ure 1lc. Notice that the estimated slip rate at t = 0
is a maximum and decays with increasing time as does
the true slip rate (Figure 11a). Although the estimated
slip rate distribution contains short-wavelength spatial
roughness, it reasonably approximates the true input
slip rate. In addition, increasing the amount of spa-
tial smoothing, by decreasing <y, does not force the ini-
tial slip rate toward zero, as in Figure 11b. We con-
clude that smoothing at each filter epoch using pseudo-
observations allows for the detection of decaying tran-
sient deformations.

6.3. Application to Loma Prieta Postseismic
Slip

We start with the observation equation (5). A rea-
sonable approach would be to choose basis functions as
in (11). This basis, however, does not have the property
that the slip distribution becomes uniform in the limit
that v — 0. We would like to test for resolvable spatial
nonuniformity in the same fashion that we previously
tested for nonsteady behavior. To do so requires that
the slip becomes uniform in the limit v — 0. To in-
clude this property, we choose the first basis function

Basis 2
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- 202
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10 0 10 20 30 - 4015
Basis 4
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Figure 12. Spatial basis functions for strike slip on the Loma Prieta Fault. Each subplot shows
the fault looking from the SW. Depth and along-strike distance are in kilometers. The estimated
slip rate distribution is a linear combination of these functions, with coefficients that vary in time

suich as to fit the GPS data.
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for each slip component to be uniform, and we then
choose the remaining basis functions from the set (11)
such that B; are orthonormal using Gram-Schmitt or-
thogonalization. This produces a basis set B that is
locally orthonormal; i.e., BTB = I if we consider only
the components of B associated with each component
of slip on each fault. The spatial basis functions are
shown for strike slip on the Loma Prieta fault in Fig-
ure 12. Dip-slip bases on the Loma Prieta fault and
Foothills thrust are similar. The kernel K in the obser-
vation equation (7) is then given by K =TI'B.

We now follow the procedure outlined in section
6.2, except that there are now only Nbasis -1 pseudo-
observations, and Ay is modified so that the first coeffi-
cient ¢; for each component, corresponding to uniform
slip, is annihilated,

000 ¢ 1 0 0 00 0 0 O
0000 O0OTEt 1000 0|
Ax=1000 0 00 0 0 O0 ¢t 1 0 [
(19)

so that A now has dimension Nbasis-1 x 3Nbasis. The
limit that v — O ensures that the coefficients corre-
sponding to the nonuniform slip basis functions are set
to zero. Nonzero v allows the slip distribution to vary
spatially in order to better fit the observations. We have
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verified that in the limit v — 0, the previous uniform
slip results were recovered.

Maximum likelihood estimates of spatial and tempo-
ral smoothing parameters followed the procedure de-
scribed by Segall and Matthews [1997]. The component
of the residual vector; or “innovations” associated with
the pseudo-observations, and the associated covariance
are not included in the likelihood calculation. In this
way the likelihood reflects only the fit to the GPS data
not the smoothing constraints.

We judged it important to conduct the maximum
likelihood analysis using as much data as possible. This
makes the computations quite time intensive. We lim-
ited the number of basis functions to six for each fault
slip component. Allowing for strike slip and dip slip
on the Loma Prieta fault and dip slip on the Foothills
thrust fault, there are a total of 18 basis functions. A
coarse grid search in (a, y) space, involving eight values
of the temporal smoothing parameter and six values of
the spatial smoothing parameter, with the random walk
parameter 7 = 0.003 m/yr'/2 consumed ~ 7 Terraflops,
which is a limit of what is feasible on a workstation.
The minus twice the likelihood surface does exhibit a
minimum over the tested range (Figure 13). The like-
lihood for the full data set is maximized at & = 0.066,
4 =5.5x1075, and & = 3.45.

An advantage of the present formulation is that we
can use the likelihood difference to test the significance

1

4.5 -4

35

-3 -2.5 -2 -1.5 -1 -0.5 0

Spatial Smoothing Parameter, Log(y/o)

Figure 13. Maximum likelihood analysis used to determine spatial smoothing parameter for the
full data set. Minus twice the logarithm of the likélihood surface as a function of logio(a /o) and
logio(y/o). The maximum likelihood estimate is indicated by an asterisk.
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of the spatially nonuniform solution. We compare the
loglikelihood at the maximum likelihood point, Ly,
with the likelihood when « is constrained to be zero,
Lg (in practice we use the smallest value of «y tested, as
an approximation for zero). This test parallels the test
for nonsteady behavior in section 4. For L,,; = 93.821
and Lo = 93.578 the likelihood difference statistic is
2(Lpy — Lo) = 0.486. This value corresponds to the
51% point of the cummulative x? distribution with one
degree of freedom, suggesting that spatial variations are
not resolved by the data.

Even if we adopt the maximum likelihood estimate of
v as significant, ¥4 itself is small, and slip distributions
corresponding to the maximum likelihood values of the
parameters are nearly spatially uniform. For the Loma
Prieta fault the maximum deviation from uniform slip is
2 mm/yr. For dip slip motion on the Foothills thrust the
maximum observed deviation is 2.4 mm/yr. While it is
certainly possible, indeed likely, that fault slip was more
spatially variable than this, it could not be resolved with
the present data set. The fit to the data with modest
spatially variable slip is not distinguishable from the
uniform slip results (Figures 7 and 8).

7. Discussion

We have concluded that spatial variations in post-
seismic slip are not well resolved by the GPS data, in
contrast to the conclusion of Pollitz et al. [1998] who
estimated spatially variable slip on the Loma Prieta
and Foothills faults. Pollitz et al. ignored temporal
variations in deformation and modeled the average sta-
tion velocities from 1989 to 1994. Uncertainties in the
average velocities due to random benchmark motions
were approximated by adding a small component to the
velocity covariance matrix. Some postseismic leveling
data were included, as were the effects of lower crustal
relaxation, although the latter was not found to be a
first-order feature of the data. In contrast, we solve
for the spatial and temporal variations simultaneously
and explicitly include the effects of random benchmark
motion in the observed time series. If Pollitz et al. un-
derestimate the true uncertainties in the site velocities,
they may have overestimated the spatial resolution of
the data. On the other hand, we do not model lower
crustal relaxation in our calculations.

In order to test whether our inability to resolve spa-
tial variability in slip is related to the improved tem-
poral resolution, we explored inversiors constrained to
steady state (o = 0). The random walk scale was fixed
to 7 = 0.003 m/yr!/2. The maximum likelihood esti-
mate of the spatial smoothing parameter for this case
lies in the range 5 x 107° < 4 < 6 x 1073, The shape
of the likelihood surface (Figure 13) emphasizes that al-
lowing for spatial variability makes for a small change in
the likelihood, whereas allowing for temporal variablity
makes a significant change in the likelihood. This con-
firms that temporal variation is much better resolved
by the data than is spatial variation.
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The estimated, steady state slip rate distributions for
a = 0 and 4 = 0.001 (not shown) bear some resem-
blance to those found by Pollitz et al. [1998], although
the amplitudes of the slip variations are much smaller.
This is presumably because we choose the first basis
function to be uniform slip and determine the amount
of spatial smoothing by maximum likelihood. We find a
weak dipolar pattern in the slip distributions, indicating
that only the first three basis functions are contribut-
ing to the solution. The dip slip rate on the Loma Pri-
eta fault is higher on the southeastern half of the fault
(21 mm/yr maximum) in comparison to the northwest-
ern half (12 mm/yr minimum). Pollitz et al. find a
more complex but crudely similar pattern with varia-
tions from ~ 35 mm/yr to as low as ~ 5 mm/yr. Sim-
ilarly, for the strike-slip component the estimated slip
rate is slightly higher in the southeast, but the differ-
ence is < 1 mm/yr. Pollitz et al. find spatial variations
of more than 20 mm/yr. For the Foothills thrust we find
4 mm/yr more reverse slip in the northwestern half of
the fault. To reiterate, while we find hints of the same
spatial slip rate patterns as those observed by Pollitz
et al., we conclude that spatial variations in slip rate
are weakly resolved, particularly in comparison to tem-
poral variations.

Figure 14a shows the average velocities over three
time periods: 1989.8-1991.75, 1991.75-1994.25, and
1994.25-1996.65, relative to Mount Hamilton (station
HAMI). Vectors are shown only for the time periods for
which the data reasonably well constrain the velocity. It
is apparent from Figure 14a that most of the anomalous
fault-perpendicular motion occurred in the first 2 years
after the earthquake. The corresponding velocity field
predicted by the time-dependent slip model (spatially
uniform slip) is shown in Figure 14b. Here vectors are
plotted at all stations for each of the three time peri-
ods. It appears that the time-varying slip model does a
reasonably good job of describing the observed motions.

Evidence discussed by Birgmann et al. [1997] sug-
gests that the San Andreas normal motion observed fol-
lowing the Loma Prieta earthquake was related to slip
on one or more faults in the Foothill thrust belt. Post-
seismic leveling data are somewhat better fit with this
model than with fault collapse on the 1989 mainshock
plane. Further support comes from compressional sur-
face deformation and numerous reverse faulting after-
shocks observed following the Loma Prieta earthquake.
Modeling the Foothills thrust belt faults as a single,
elastic dislocation undoubtedly oversimplifies the me-
chanics of the postseismic process. Nevertheless, the
data and present analysis support the conclusion that
triggered afterslip occurred off the main rupture zone on
adjacent faults. The analysis also suggests that after-
slip on the Foothills thrust decayed more rapidly than
afterslip on the Loma Prieta rupture did.

Our results support previous studies that concluded
that shallow afterslip (as opposed to distributed lower
crustal relaxation) dominated the postseismic deforma-
tion field for the first 5 years after the 1989 earthquake.
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Figure 14. Time-dependent velocity field. (a) Observed station velocities for three time periods.
Error ellipses are 68% confidence regions. (b) Predicted station velocities from spatially uniform
slip model. Note that predicted velocities are computed at all sites, whereas observed velocities
are only shown at sites for which data are available.
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We suggest that the bulk of the afterslip had decayed
by 1994. It is thus possible to search for deeper-seated
processes in the data collected after 1994. It should be
noted, however, that the interseismic deformation field
in this region is not well constrained. It will thus be
difficult to distinguish effects of lower crustal relaxation
from errors in the assumed pre-earthquake deformation
field. With sufficient data it may be possible to detect
time-dependent deformation with time constants much
longer than the few years exhibited by afterslip.

Our time-dependent fault slip model suggests that
during the first 3 years after the earthquake, ~ 92
mm of dip slip occurred along a 50 km long segment
of the Foothills thrust system. Thus aseismic slip re-
leased a moment of 1.5 x 108 N-m, equivalent to a
M,, = 6.1 earthquake. In addition, significant ground
deformation along the surface trace of the thrust sys-
tem was observed following the Loma Prieta earthquake
[Langenheim et al., 1997, suggesting triggered slip at
least on the shallow portions of the thrusts. Similar
damage patterns were observed following the 1906 San
Francisco earthquake [Lawson, 1908]. Apparently, sev-
eral centimeters of triggered and postseismic creep on
the Foothills thrusts are associated with nearby major
earthquakes. The repeat time of a potential M,, = 6.8
thrust event along the Monte Vista thrust fault has

" been estimated at 2400 years, corresponding to a seis-
mic moment rate of 7 x 1015 N-m/yr and a geologic slip
rate of 0.4 mm/yr [Working Group on Northern Cali-
fornia Earthquake Potential, 1996]. Aseismic thrusting
alone, as observed by repeated GPS measurements over
a 3 year period, may thus have released ~ 220 years
of elastic strain accumulation. Triggered slip during
Loma Prieta type events and large earthquakes along
the San Andreas fault, which occur every few hundred
years, account for an even larger amount of moment re-
lease. Thus a significant amount of the active thrusting
along the Santa Clara Valley may be accommodated
by aseismic processes. This finding likely reduces the
estimate of earthquake hazards from the thrust faults.
However, only more detailed descriptions of the distri-
bution of aseismic slip and careful paleoseismic obser-
vations will clarify the distribution of aseismic and seis-
mic slip along the Foothills thrusts. It is possible that
segments along the thrust belt did not participate in
the sympathetic coseismic slip and have actually expe-
rienced significant loading during and in the aftermath
of the Loma Prieta earthquake. Postseismic afterslip
on the Loma Prieta rupture through 1994 amounted to
~ 67 mm of right-lateral strike slip and ~ 138 mm of dip
slip, equivalent to a moment of 3.6 x 1018 N-m. After-
slip thus contributed an additional 10% of the coseismic
moment, which was estimated at ~ 3.0 to 3.5 x10*° N-
m in seismic and geodetic studies [e.g., Arnadéttir and
Segall, 1994]. Significant afterslip also followed other re-
cent California earthquakes, suggesting that estimates
of moment release used in earthquake potential esti-
mates should account for additional postseismic slip.
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8. Conclusions

We have presented time-dependent inversion tech-
niques capable of imaging the spatiotemporal history
of postseismic slip. Methods are presented for testing
the significance of both spatial and temporal changes
in slip rate. GPS data collected in the 8 years follow-
ing the 1989 Loma Prieta earthquake reveal decaying
slip rates on the mainshock fault plane and triggered
afterslip on thrust fault(s) northeast of the San An-
dreas. Slip rate on the adjacent thrust appears to decay
more rapidly than doesslip on the Loma Prieta rupture
plane. Spatial variations in slip rate are not well re-
solved by the data. Postseismic deformation data with

‘higher signal-to-noise ratio than that available for this

study should allow the space-time evolution of afterslip
to be resolved. Shallow afterslip dominates postseismic
deformation in the first 8 years after the Loma Prieta
earthquake.
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