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Zusammenfassung

Mit Hilfe Erweiterter Geothermischer Systeme (“Enhanced Geothermal Systems“, EGS) ist es

möglich, geothermische Energie an Orten zu nutzen, welche keine natürlichen Heisswasser-

Reservoire im Untergrund vorweisen. Dazu wird ein Fluid, normalerweise Wasser, unter hohem

Druck in den kristallinen Untergrund gepresst um Klüfte zu verbinden und dadurch ein Reservoir

zu erzeugen. Ziel dieses Vorgehens ist es, die Zirkulation des Fluids im Untergrund zu ermögli-

chen, womit Wärme extrahiert werden kann. Diese wird entweder als Fernwärme genutzt oder

in Elektrizität umgewandelt. Dieser Vorgang verursacht eine Vielzahl kleiner Erdbeben, indu-

zierte Seismizität genannt. Das Ziel dieser Arbeit ist es, die Vorgänge besser zu verstehen,

welche zu dieser Seismizität führen.

Während eines EGS-Projektes wird die induzierte Seismizität aufgezeichnet und fortwährend

analysiert. Die seismische Aktivität wird dabei von einem Alarmsystem überwacht, welches

vorbestimmte Massnahmen beinhaltet. In dieser Arbeit werden neue Wege vorgestellt, die auf-

gezeichnete Aktivität zu interpretieren. Es wird aufgezeigt, dass für die Vorhersage induzierter

Seismizität Modelle gebraucht werden können, welche zur Vorhersage von Nachbebensequen-

zen entwickelt wurden. Die Beben werden dabei in Pseudo-Echtzeit analysiert und die Modelle

fortlaufend angepasst. Die Gültigkeit der Modelle wird mit statistischen Tests überprüft, wel-

che für globale Seismizitätsmodelle entwickelt wurden. Das Ziel dieser Arbeit ist ein neues,

IV



ZUSAMMENFASSUNG

wahrscheinlichkeitsbasiertes Alarmsystem zu konstruieren. Dieses basiert auf Seismizitätsra-

ten, welche von den angepassten Modellen vorausgesagt werden. Das beste Modell dabei ist

ein zusammengesetzes Modell, für welches die beitragenden Modelle unterschiedlich gewich-

tet werden.

Um die Grössenverteilung von Erdbeben zu beschreiben wird das Gutenberg–Richter Gesetz

benutzt; die Anzahl der Beben wird gegeben durch: log N = a − bM. Ein hoher Wert von

b bedeutet, dass in einer Sequenz verhältnismässig viele kleine Beben auftreten. Eine neue

Methode zur Kartierung der räumlichen Verteilung der b-Werte zeigt auf, dass induzierte Seis-

mizität eine grosse Zeit- und Raumabhängigkeit der b-Werte aufweist. Um diese Beobachtung

zu erklären, wird ein Modell eingeführt, welches die Evolution des Porendruckes simuliert und

die Magnitude der simulierten Erdbeben anhand einer umgekehrt-proportionalen Beziehung

zwischen dem b-Wert und dem Spannungsunterschied bestimmt. Anhand dieses Modells kann

gezeigt werden, dass die beobachteten b-Werte mit dem Porendruck zusammenhängen. Hohe

Drucke korrelieren mit hohen b-Werten, da bevorzugt kleine Beben induziert werden. In grösse-

rer Entfernung zum Injektionspunkt nimmt der Porendruck ab, und b-Werte in der Grössenord-

nung des regionalen Wertes werden beobachtet. Dies führt dazu, dass die Wahrscheinlichkeit

eines Erdbebens grösserer Magnitude mit der Distanz zunimmt.

Für jede statistische Analyse eines seismischen Datensatzes ist es wichtig zu wissen bis zu

welcher Magnitude dieser vollständig ist. Unterhalb des Magnitudenschwellenwertes Mc wer-

den nicht mehr alle Erdbeben vollständig erfasst. Dieser Schwellenwert wird gewöhnlich an-

hand der Abweichung der beobachteten Erdbebenverteilung vom Gutenberg–Richter Gesetz

bestimmt. Eine neuere Methode bestimmt Mc basierend auf den Eigenschaften der Stationen

eines seismischen Netzwerks. Diese Arbeit untersucht den Einfluss von unabhängigen Netz-

werken, welche ihre Daten in das Hauptnetzwerk einleiten aber nicht unter den gleichen Bedin-
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gungen Erdbeben triggern, auf den Magnitudenschwellenwert. Um den Einfluss von vernach-

lässigbaren Wahrscheinlichkeiten zu ermitteln, wird ein neuer Grenzwert eingeführt, welcher

den minimalen Anteil einer Station an der Gesamtwahrscheinlichkeit, ein Erdbeben zu detektie-

ren, bestimmt. Dies schliesst Stationen von der Berechnung aus, welche einen unerheblichen

Beitrag zur Gesamtwahrscheinlichkeit leisten, womit die Berechnung deutlich effizienter und

zuverlässiger wird. Anhand des Beispiels des Nordkalifornischen Seismischen Netzwerks wird

der Einfluss dieser Änderungen diskutiert; zudem werden Karten für dieses Netzwerk vorge-

stellt, welche 1) die Verteilung des Magnitudenschwellenwertes und 2) die Wahrscheinlichkeit,

ein Erdbeben der Magnitude 1 oder 3 zu detektieren, zeigen.
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Summary

Enhanced geothermal systems (EGS) allow the use of geothermal energy in places where the

permeability in the underground is too low and thus, no natural reservoir is available. By inject-

ing fluid at high pressures, fractures can connect, leading to an increase in the permeability and

thus the stimulation of a geothermal reservoir. The goal is the circulation of a fluid to extract

heat, which can then be used for district heating or electricity production. The connection of

the fractures is associated with microseismicity – so called induced seismicity. The main ob-

jective of this thesis is to better understand the processes associated with this type of seismicity.

The seismicity induced by and EGS project is monitored in real time by a dense seismic net-

work; a pre-defined alarm system describes the actions that have to be taken according to the

recorded activity. This study presents new ways to interpret this recorded seismicity and to

forecast the ongoing activity. I show that models that were originally introduced to forecast af-

tershock sequences, can be adapted to the settings of induced seismicity. This study presents

pseudo-real-time updates of these models. Their performance is inspected with with tests de-

veloped for global seismic models. The goal is to construct an improved alarm system, based

on probabilities, for future EGS projects. The input for this alarm system are seismicity rates,

forecast by a compound model, assembled by weighting the contributing models.
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SUMMARY

The Gutenberg–Richter law describes the event-size distribution of earthquakes: log N = a −

bM. A high value of b indicates an abundance of small magnitude events relative to large mag-

nitude events. This study presents a novel approach of focus-centred spatial mapping of the

b-value distribution, which allows detailed analysis of the spatial changes of b. Induced seismic

sequences show a highly variably spatio-temporal pattern of the b-value. A model, simulating

the pore pressure diffusion and relating the event-sizes to the differential stress via an inverse

relationship established for tectonic events, aims to evaluate this observation of the b-value dis-

tribution. The model implies that high pore pressures lead to high b-values as preferably events

with smaller sizes are induced. Moderate pressures lead to values of b similar to the regional

average. Since pore pressures decline as a function of distance to the injection point, the prob-

ability of observing a large magnitude event thus increases with distance.

For any statistical analysis of a seismic dataset, it is crucial to know the magnitude above which

these data are complete. Traditional assessments of the magnitude of completeness Mc are

based on the Gutenberg-Richter law. A newer method determines the completeness based on

the performance of the stations of a seismic network. This study determines the dependency of

this completeness estimate on the data from small independent subnetworks, feeding their data

into the main network without using the same triggering algorithm. Additionally, the influence of

spurious probabilities of single stations is estimated. Determining a threshold that defines the

minimum contribution of a station to the completeness estimate limits the number of involved

stations. This reduces the computational time and increases the reliability of the completeness

estimate. Three maps for the Northern Californian Seismic Network are presented: 1) The

distribution of the probability-based magnitude of completeness, 2) detection probability for M1

events and 3) for M3 events.
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Chapter 1

General Introduction

Earthquakes are a natural response of the Earth’s crust to the movements of the tectonic plates.

Earthquakes occur when the frictional strength of this movement exceeds the strength of the

surrounding rock, leading to failure. The result is a release of elastic strain energy. The size

of such a seismic event depends on how much stress is released and over how large an area

this release occurs. While thousands of earthquakes are recorded daily by seismic networks

worldwide, only a few of these are felt and even less cause damage.

Besides these natural earthquakes, human activity may induce earthquakes through processes

related to mines, reservoirs, dams and fluid and waste injections (e.g. Chen, 2009; Gupta,

2002; Simpson, 1986; Talwani, 1997) . While the sizes of such seismic events are generally

smaller as for natural seismicity, the processes are principally the same. The stress build-up

here is, for example, caused by the additional weight of the water column (dams) or added pore

pressure in the ground (fluid injections). One of the largest reported earthquakes related to

human activity occurred in the 1960’s; an event with magnitude 5.5 was recorded in Denver,

USA after waste water had been injected into a deep well (Healy et al., 1968; Talwani, 1997).

Besides inducing earthquakes directly associated to human activities, there is also the risk of
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CHAPTER 1. GENERAL INTRODUCTION

triggering earthquakes on nearby faults that were previously critically stressed. Such events

are often larger and it is more difficult to unambiguously link them to human activity. Dams are

often associated with such larger events, for example the Koyna dam in India (Talwani, 1997)

or the Zipingpu dam in China (Chen, 2009; Kerr & Stone, 2009). The role of the latter on the

Wenchuan earthquake in 2008 is still highly debated.

The above examples can be divided into two different categories: 1) induced seismicity directly

correlated to human activity and 2) triggered seismicity, occurring on nearby fault systems.

While the event sizes of the first category are often smaller and they are located within or near

the rock mass that has been altered, the second category incorporates larger events found

further away. The seismic hazard and risk associated with both categories remains to be un-

derstood. To mitigate the hazard, events have to be avoided as much as possible. However, for

a specific type of experiments, induced seismicity is a result of enhancing the permeability of

the underground and thus intimately related to the project progress. In this thesis, I analyse this

induced seismicity, associated with Enhanced Geothermal Systems.

1.1 Enhanced Geothermal Systems

The recent catastrophe in Fukushima has shown once again that there is no nuclear energy

without risk (Ritterband, 2011) and several countries in Europe are considering abandoning nu-

clear power (e.g. Schmid, 2011; Scruzzi, 2011b). As energy consumption is unlikely to decline

(IEA, 2008), alternatives have to be found.

Geothermal energy provides such an alternative (Holm et al., 2010; Scruzzi, 2011a). This en-

ergy exploits heat stored in the Earth’s crust, created by radioactive decay. It can be used at

different scales, ranging from private heat pumps to large geothermal power plants. For conven-

tional uses, the heat is extracted from the ground by circulating water through a hot reservoir.

However, this is only feasible if the permeability and the temperature of the underground are
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high, such that the exploitation of the reservoir is profitable. Regions where this is the case are

geographically limited (Holm et al., 2010). An alternative to conventional systems is found in

Enhanced Geothermal Systems (EGS). These systems can be used where the heat gradient is

high, but the natural permeability is too low.

Figure 1.1: Schematic figure explaining the EGS principle. 1) reservoir, 2) pump house, 3) heat exchanger, 4) tur-
bine hall, 5) production well, 6) injection well, 7) heated water for district heating, 8) porous sediments,
9) observation well and 10) crystalline bedrock. ©M. Haering, Geothermal Explorers Ltd, 2007

Figure 1.1 schematically explains the main principle of an Enhanced Geothermal System. Fluid

is injected (6) at high pressure into the crystalline bedrock (10). Due to the high pressure,

fractures open in the rock. When these fractures connect, the fluid can propagate, expanding

the reservoir from which heat can be extracted. This process is associated with microseismic

3
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events – each opening of a fracture is equal to an earthquake, albeit small in size. The locations

of these events are an important information, as they indicate the extend of the reservoir. The

seismicity is therefore recorded by a dense network of seismic stations in adjacent boreholes

(9) and at the surface. The entire process of fracturing – with the induced seismicity – until

the reservoir is large enough to permit profitable heat extraction is called reservoir stimulation.

Once the reservoir has been stimulated and the permeability has been increased due to the

connected fractures, water can circulate as in conventional geothermal systems. It is then

brought to the surface through the production wells (5), where it can be further used for district

heating or electricity production (3, 4).

Operators of EGS face the problem that seismicity is intrinsically related to the process of frac-

turing and reservoir stimulation and can thus not be avoided. However, if event sizes are too

large they might be felt on the ground and possibly lead to damage. Even without damages, the

public nuisance decreases the acceptance of the system, if multiple events are felt.

There are several mechanisms to explain seismicity induced by injections of fluids (Majer et al.,

2007):

(I) Changes in pore pressure, where an increase in the pore pressure results in a reduction

in stress. This causes an unbalanced stress field which either leads to fractures along the

pre-existing stress field, or produces new fractures if the changes are large enough. The

second process is called hydrofracturing.

(II) Changes in temperature, where cool fluids interacting with hot rock surfaces can create

fractures due to thermal contraction.

III) Chemical alterations, where the injection of water or brine interacts with fracture surfaces

and changes the coefficient of friction.

As high pressures are needed for EGS experiments, to open fractures and increase the perme-

4
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(a)

(b)

Figure 1.2: Seismicity rates, wellhead pressure and injection rate for a) Basel in 2006 and b) Soultz-sous-Forêts
in 1993. The earthquakes are clearly driven by the injection, they start when the injection is started
and decay rapidly after no additional fluid is injected.

5
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ability sufficiently so that fluid can circulate, they are likely the dominant process of the above.

The injection rate is highly correlated to the pressure and to the observed event rate (Figure

1.2a and b) (e.g. Majer et al., 2007); increasing injection rates (lowest panels) increases the

pressure measured at the wellhead (middle panels), while termination of the injection leads to

a slow decay of the wellhead pressure. The seismicity rate (top panels) increases during the

injection, and decreases after the injection has been stopped. However, there are still events

observed much later, after the wellhead pressure is close to atmospheric pressure again. This

can be explained with the pore pressure front that continues to propagate in the underground.

The two examples shown are from a) Basel, Switzerland and b) Soultz-sous-Forêts, France.

While there was only one longterm injection in Basel in 2006, three injections took place in

Soultz-sous-Forêts in 1993. The seismicity rate decreases between injections in the second

case, and increases significantly when the next injection starts.

1.1.1 Basel

This thesis shows the work with the induced data set from an EGS project in Basel, Switzerland.

The project was set in the centre of this densely populated city (Figure 1.3).

The water injection started on 2 December 2006, followed by a rapid increase in the seismicity

rate (Figure 1.2a). An event with ML 2.6 was recorded after six days of injection. In accor-

dance with the alarm system (Bommer et al., 2006; Häring et al., 2008), the water injection was

terminated after that. Later on the same day, during the preparations to bleed-off the well, an

event with ML 3.4 occurred (Häring et al., 2008). This event was felt by the public and covered

highly by the media. It led to a risk study (Baisch et al., 2009), which concluded that the risk of

continuing the EGS project was too high and the project had to be abandoned.

During the injection and the following decay, over 11,000 seismic events were recorded. Ap-

proximately 3,500 of these had high quality signals and could be located.

6
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Figure 1.3: Overview of the Basel site. The locations of the borehole and the seismic network are indicated. The
grey shading indicates the population density.

1.1.2 Soultz-sous-Forêts

The EGS project in Soultz-sous-Forêts, France has a long history of over 20 years with several

injection experiments. The site lies within the upper Rhine graben (Figure 1.4a), where a high

heat gradient is observed. This site is an European pilot project to which several partners

contributed over the years (www.soultz.net).

Injection test were done through a total of four boreholes(1.4b); while GPK1 is an independent

borehole, GPK 3 and 4 are extensions of the GPK 2 borehole. The EPS1 borehole is an ex-

tension of an abandoned borehole for oil and gas exploration, this borehole is fully cored and is

used to gain information about the bedrock and the existing fractures (Genter & Traineau, 1996).

This study analyses seismicity associated with an injection in 1993 into the GPK1 borehole (blue

in Figure 1.4b).

7
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(a) (b)

Figure 1.4: a) Overview of the Soultz-sous-Forêts site with the closest cities. The site lies within the upper Rhine
graben. b) Overview over boreholes in Soultz-sous-Forêts and the measured seismicity associated
with injections into these boreholes. While EPS1 is fully cased, injection test were conducted at dif-
ferent depths for GPK 1 – 4. The numbered boreholes refer to abandoned boreholes within which the
seismic network was installed. Figure taken from Cuenot et al. (2008).

8
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CHAPTER 1. GENERAL INTRODUCTION

During the 1993 injection, a total of three injection tests, stimulating different depths, were

conducted. These injections induced a total of about 18,000 microseismic events, of which

12,246 were located (Evans et al., 2005).

1.2 Challenges of EGS

1.2.1 Induced Seismicity Hazard Assessment

The EGS project in Basel shows the vulnerability of such projects (Giardini, 2009; Kraft et al.,

2009). An earthquake with magnitude ML 3.4 caused the whole project to be abandoned. Dur-

ing the project, there was an alarm system in place – a so-called traffic-light system, based

on public response, observed local magnitude and peak ground velocity. This system failed to

prevent the magnitude ML 3.4 event. After the termination of the project, an extensive seismic

risk study was performed (Baisch et al., 2009). One main outcome of this study were hazard

estimates for different periods of the project (Figure 1.5). However, these only present snap-

shots, based on the averaged seismicity rate during each period. This is not feasible for future

risk assessments as the rates are only known a posteriori.

In my thesis, I approach this problem by introducing time-varying seismic hazard assessment.

I update the seismicity rates in real-time and present models that asses the hazard in real-

time, based on the ongoing seismicity. This is crucial for new EGS, as the hazard has to be

determined during the injection and not a posteriori. As this thesis is based on already recorded

seismicity, the hazard assessments are done in pseudo real-time. The goal has to be to apply

a real-time model to a future EGS project.

Probabilistic Seismic Hazard Assessment (PSHA) quantifies the potential ground shaking due

to earthquakes. Traditional approaches determine the probability of exceeding a certain ground

velocity for a long period of time (e.g Giardini et al., 2004; Wiemer et al., 2009). These cal-

9
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(a)

(b)

Figure 1.5: Probability of exceeding of EMS intensities, according to the Serianex Risk study (Baisch et al., 2009),
for a) a 12 day injection period and b) a 30 years operation period. These hazard estimates only
present snapshots and are based on average seismicity rates, determined after the termination of the
project. ©Serianex
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culations are based on historic earthquake catalogues, zonation models and recurrence time

models. While this hazard is determined for the longterm and is stable over this period, the

hazard associated with induced seismicity is relatively short-term and changes strongly over

time.

First estimations of time-varying hazard assessments have been done for aftershock sequences

(Gerstenberger et al., 2005; Wiemer & Wyss, 2000). In this thesis, I expand this approach and

introduce Induced Seismicity Hazard Assessment (ISHA) to determine the hazard specifically

related to induced seismicity. As shown above, seismicity rates are highly correlated with the

rate of injection of fluid into a EGS reservoir (Figure 1.2). We can distinguish between four

different periods for which the hazard needs to be assessed: I) The planning period, II) the

reservoir stimulation, III) the operation period and IV) the post-operation period. The hazard

during the first period is equal to the hazard in this region determined by traditional PSHA, while

for the other three periods the hazard from the injection is added to this background.

A question that must be addressed is how long the rock will be disturbed due to the fluid in-

jection. This is an essential input for ISHA, as the hazard is increased above the background

as long as the seismicity rate is increased. The modified Omori-Utsu law (Ogata, 1999; Utsu,

1961) was introduced to describe the decay of aftershock sequences. This study shows that the

decay of induced seismicity, after the fluid injection has been terminated, can be well described

by this law.

Analysing the seismicity during reservoir stimulation is an important first step towards ISHA. The

seismicity can be forecast with models used previously to forecast seismicity during aftershock

sequences (Gerstenberger et al., 2005). Using methods to determine the validity of the models

established in the framework of the Collaboratory Study for Earthquake Predictability (CSEP,

http://www.cseptesting.org/), I assess which assumptions lead to the models with the

best predictive power.
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1.2.2 Event-Size Distributions

While it has been proposed before (Baisch et al., 2010) that the largest seismic events occur

shortly after fluid injection is terminated, there has so far been no detailed analysis of the event-

size distribution within an EGS reservoir. In my thesis, I aim to better understand the processes

within the reservoir by analysing the specific frequency–magnitude distribution within different

volumes of the reservoir. Linking this pattern to the pore pressure evolution helps to understand

the physics behind the event-size distribution.

1.3 Quality Assessment of Seismic Networks

To analyse any seismic data, it is crucial to know the magnitude above this data set is complete.

Traditional methods estimate the completeness based on the Gutenberg–Richter law (Guten-

berg & Richter, 1942). Schorlemmer & Woessner (2008) introduced a method that is based

on the performance of the seismic network and its stations. However, it is not trivial to apply

such a method to a seismic network that monitors an EGS project, as only few stations are

involved, the triggering conditions change over time and many events are manually re-picked.

The smallest network that this method has been applied to so far was the Mponeng gold mine in

Carletonville, South Africa, operated by the Japanese-German Underground Acoustic Emission

Research in South Africa (JAGUARS) project (Plenkers et al., 2011).

In my thesis, I analyse the method of Schorlemmer & Woessner (2008) for the Northern Cali-

fornian Seismic Network and introduce new steps in the analysis to make it more reliable.
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1.4 Chapter Contents

Chapter 2

This chapter includes the basic statistical analysis of the induced seismicity sequence caused

by the EGS project in Basel, Switzerland in December 2006. The duration of the seismic se-

quence is determined by fitting the modified Omori-Utsu law (Ogata, 1999; Utsu, 1961) to the

decay. I show that models previously established to describe aftershock sequences (Ogata,

1988; Reasenberg & Jones, 1989, 1990, 1994), can be adapted to the settings of an induced

seismic sequence, by including the injection rate in the models. These models can then fore-

cast the ongoing seismicity during and after the fluid injection. This is important to determine

the time-varying seismic hazard and, therefore, an important first step towards the induced seis-

micity hazard assessment (ISHA). Such models can, in the future, replace the traffic-light alarm

system with a more sophisticated probability-based alarm system. This chapter was published

in Geophysical Journal international in 2011.

Chapter 3

This chapter includes a detailed assessment of the spatio-temporal history of the statistical

parameters of the seismic sequence in Basel. With a novel approach of focus-centred mapping

of the spatial distribution of the b-value of the Gutenberg-Richter frequency–magnitude relation

(Gutenberg & Richter, 1942), it is possible to analyse spatial differences of the b-value in more

detail. The distribution of the b-value can then be related to changes in stress due to the

increased pore pressure caused by fluid injection. I introduce a simple two-dimensional model

in which events are triggered by changes in pore pressure alone and event-sizes are determined

via the inverse relationship between differential stress and b (Amitrano, 2003; Schorlemmer

et al., 2005). The spatio-temporal distribution of the b-values from this simulation is similar to
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the data, the distribution of the b-value can therefore be related to changes in the pore pressure.

This chapter is submitted to Nature Geoscience.

Chapter 4

In this chapter, I adapt the methods from Chapter 2 and 3 to the dataset of an induced seismicity

sequence from the EGS in Soultz-sous-Forêts in France from 1993. The seismicity of this

sequence is more complex than the one observed in Basel, as it was induced by three injections

over three months. A detailed spatio-temporal analysis of the statistical parameters of this

sequence reveals similarities to the results from Chapter 3. Direct comparisons remain difficult,

as the magnitude definitions for both projects were significantly different, the relative changes

however, are similar.

This study presents the fit of the best-fitting model of Chapter 2 – an ETAS model (Ogata,

1988), and a model introduced by Shapiro et al. (2010), adapted to pseudo real-time by Mena

& Wiemer (2011), to the induced seismicity during the first injection test of the 1993 data from

Soultz-sous-Forêts. The performance of these two models is tested with the same algorithms

as in Chapter 2.

Analysing the seismic sequence from 1993 injection test in Soultz-sous-Forêts emphasises the

general validity of the results from Chapter 2 and 3 and affirms that they are not characteristic

to the Basel sequence alone.

Chapter 5

This study analyses the probability-based magnitude of completeness (PMC) method of Schor-

lemmer & Woessner (2008). It analyses different aspects of this method with the example of

the data of the Northern Californian Seismic Network (NCSN). The influence of an independent

subnetwork on the completeness estimate, is examined with the example of the data from a
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network that is designed to record the data of the Geysers geothermal field. This subnetwork

does not follow the triggering condition of the NCSN, however it feeds its data into the seismic

catalogue. This data has, therefore, to be removed prior to the analysis.

Additionally, the influence of spurious probabilities from single stations is analysed. A new

threshold determines the minimum contribution of each station to the completeness estimate.

This limits the number of involved stations in the calculation and significantly reduces the com-

putation time as a side effect.

This study presents three maps for the NCSN, based on the parameters of my choice: 1) the

distribution of the probability-based magnitude of completeness, 2) the probability to detect a

magnitude M1 event and 3) a magnitude M3 event.

This paper will be submitted to Bullentin of the Seismological Society of America.
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Summary

Geothermal energy is becoming an important clean energy source, however, the stimulation

of a reservoir for a Enhanced Geothermal System (EGS) is associated with seismic risk due

to induced seismicity. Seismicity occurring due to the water injection at depth have to be well

recorded and monitored. To mitigate the seismic risk of a damaging event, an appropriate alarm

system needs to be in place for each individual experiment. In recent experiments, the so-called

traffic light alarm system , based on public response, local magnitude and peak ground velocity,

was used. We aim to improve the pre-defined alarm system by introducing a probability-based

approach; we retrospectively model the on-going seismicity in real-time with multiple statistical

forecast models and then translate the forecast to seismic hazard in terms of probabilities of

exceeding a ground motion intensity level. One class of models accounts for the water injection

rate, the main parameter that can be controlled by the operators during an experiment. By trans-

lating the models into time-varying probabilities of exceeding various intensity levels, we provide

tools which are well understood by the decision makers and can be used to determine thresh-

olds non-exceedance during a reservoir stimulation; this, however, remains a entrepreneurial or

political decision of the responsible project coordinators. We introduce forecast models based

on the dataset of an EGS experiment in the city of Basel. Between December 2 and 8, 2006,

approximately 11500 m3 of water were injected into a 5 km deep well at high pressures. A

six-sensor borehole array, was installed by the company Geothermal Explorers Limited (GEL)

at depths between 300 and 2700 metres around the well to monitor the induced seismicity. The

network recorded approximately 11200 events during the injection phase, more than 3500 of

which were located. With the traffic-light system, actions were implemented after a ML 2.7 event,

the water injection was reduced and then stopped after another ML 2.5 event. A few hours later,

an earthquake with ML 3.4, felt within the city, occurred, which led to bleed-off of the well. A risk

study was later issued with the outcome that the experiment could not be resumed. We analyse
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the statistical features of the sequence and show that the sequence is well modelled with the

Omori-Utsu law following the termination of water injection. Based on this model, the sequence

will last 31+29/-14 years to reach the background level. We introduce statistical models based

on Reasenberg and Jones and Epidemic Type Aftershock Sequence (ETAS) models, commonly

used to model aftershock sequences. We compare and test different model setups to simulate

the sequences, varying the number of fixed and free parameters. For one class of the ETAS

models, we account for the flow rate at the injection borehole. We test the models against the

observed data with standard likelihood tests and find the ETAS model accounting for the on

flow rate to perform best. Such a model may in future serve as a valuable tool for designing

probabilistic alarm-systems for EGS experiments.

2.1 Introduction

Enhanced Geothermal Systems (EGS) represent an attractive source of alternative energy with

a low carbon footprint and few environmental concerns. EGSs are commonly known as “hot-dry-

rock” or “hot-fractured-rock” technique and refer to a technology that uses hydraulic stimulation

of a hot (T > 100 °C ) but comparably impermeable ( κ < 10−16m2) rock mass at depth (Z > 3

kilometres) to create an artificial geothermal reservoir. These systems are most economically

viable in areas with a steep geothermal gradient because drilling costs increase exponentially

with depth. Proximity to end users of heat and electricity gained from depth is desirable in order

to minimize energy loss through distance.

In a “hot-dry-rock ”experiment, the rock mass is stimulated hydraulically by pumping fluids

through an injection well under high pressure into the target area at depth (e.g., Smith, 1983;

Tenzer, 2001). The increase in pore pressure as the fluid propagates away from the injection

well fractures the host rock locally. Generating fractures in the target rock mass simultane-

ously causes micro-seismicity through the fracturing process, defining the paths of the fluids to
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Figure 2.1: Overview of the study region with all seismic stations. Different symbols show borehole and strong
motion stations maintained by either Geothermal Explorers or the Swiss Seismological Service. The
inset indicates the location of all seismic stations in Switzerland with the high density of stations around
Basel

flow through and heat up. The spatial distribution of the micro-earthquakes provides important

clues about the volume and orientation of the fractured rock at depth. Highly sensitive seismic

monitoring techniques are routinely applied at EGS sites to map the spatial and temporal de-

velopment of the stimulated volume and to characterise the geothermal reservoir (e.g., Häring

et al., 2008; Wohlenberg & Keppler, 1987). Once a sufficiently large reservoir (volume > 1 km3)

has developed, a second well is typically drilled into the stimulated volume. Water then flows

between the two wells; hot water is extracted from the production borehole and engineered to

an energy resource. Artificially creating fractures in rock is a necessary component of an EGS;

this process bears the risk of producing not only micro-earthquakes but also possibly moderate

to large magnitude earthquakes that could cause damage (Giardini, 2009; Kraft et al., 2009).
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One of the first purely commercially oriented EGS projects was initiated in Basel, Switzerland,

in 1996 by an industry consortium (GeoPower Basel) (Häring et al., 2008). The consortium led

by Geothermal Explorers Ltd (GEL) was well aware of the possibility of inducing earthquakes

strong enough to be felt. To monitor earthquake activity and be prepared for hazard and risk

mitigation actions, GEL adapted a ‘traffic-light’ system first proposed by Bommer et al. (2006) for

the ‘Berlin’ geothermal project in El Salvador. The four stage traffic-light system was based on

three components: 1) Public response, 2) observed local magnitude and 3) peak ground velocity

(PGV). Häring et al. (2008) explain the different stages in detail; we only provide an abbreviated

version here. According to the three components, the injection of fluids would either be 1)

continued as planned (green), 2) continued but not increased (yellow), 3) stopped and bleed-off

stimulation pressure started (orange) or 4) stopped and bleed-off to minimum wellhead pressure

started (red), where bleed-off implies to actively pump water out of the borehole. The traffic-light

system is defined ad-hoc and mainly based on expert judgement; however, it was the one single

system that had been used in similar projects before (Bommer et al., 2006) and others did not

exist at the time.

The fluid injection started on December 2, 2006. Approximately 11500 m3 water were injected

into a 5 km deep well at increasing flow rates (Häring et al., 2008) to stimulate the reservoir. The

seismicity was monitored by a six-sensor borehole array at depths between 300 m and 2700 m

around the injection well (GEL) and by up to 30 seismic surface stations in the Basel area (SED)

(Figure 2.1). More than 11200 events were recorded, more than 3500 of which were located by

GEL (Figure 2.2). The gradual increase in flow rate and wellhead pressure was accompanied by

a steady increase in seismicity, both in terms of event rates and magnitudes (Figure 2.3). In the

early morning hours of December 8, after water had been injected at maximum rates in excess

of 50 l/s and at wellhead pressures of up to 29.6 MPa for about 16 hours (Häring et al., 2008),

a magnitude ML 2.6 event occurred within the reservoir. This triggered the ‘orange’ alarm level,

so that the injection pressure was reduced around 8.12.06, 4:00a.m., and fully stopped on the
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Figure 2.2: Distribution of the events in plane view (top left) and as depth distributions (EW lower panel and NS
right panel). Circle sizes are scaled by magnitude; events with magnitudes above 3 are highlighted with
darker colours. Events in black occurred during the injection and events in grey after water injection
was terminated. The borehole is indicated; the darker part is cased and the lighter part is open.
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same day at 11:33a.m (Häring et al., 2008). However, an ML 3.4 event occurred five hours later,

widely felt within the city of Basel. Slight non-structural damage, such as fine cracks in plaster,

corresponding to an intensity of V on the European Macroseismic Scale (EMS98), has been

claimed by many homeowners, with a damage sum, estimated and to a large extent already paid

by insurance, of US $7 million (Kraft et al., 2009). About one hour after the ML 3.4 event, bleed-

off was initiated by opening the injection well, and hydrostatic down-hole pressure was reached

within four days. Following this, the seismicity slowly decayed. However, three additional felt

earthquakes with ML > 3 occurred one to two months after bleed-off. More than three years

later, sporadic seismicity inside the stimulated rock volume is still being detected by the down-

hole instruments. The EGS project was on hold for more than two years, awaiting the completion

of an independent risk analysis study. The results of this study, completed in November 2009

(Baisch et al., 2009a), suggest that the risk of further felt and potentially damaging events is

substantial. Public authorities thus decided that the project cannot be continued.

This well-monitored induced seismic sequence provides an excellent opportunity to improve the

understanding of the physics of EGS. The Swiss Seismological Service (SED) at ETH Zurich,

for example, is investigating the Basel dataset in the framework of the multidisciplinary research

project GEOTHERM (www.geotherm.ethz.ch) of which this study is a part. Several results

have already been published (e.g., Deichmann & Ernst, 2009; Deichmann & Giardini, 2009;

Kraft et al., 2009; Ripperger et al., 2009) and additional studies currently being conducted to be

published.

The pressure reduction and eventual bleed-off of the system during the critical days around De-

cember 8, 2006 was consistent with the actions stipulated in the traffic-light systems; however,

the public outcry, ongoing legal actions and ultimate termination of the Basel EGS project high-

lights clearly that the traffic-light system was, at least in this case, not a sufficient monitoring and

alerting approach. A major goal of this study is to develop and test alternative probability-based

statistical approaches to the traffic-light system. To achieve this goal, we first need to evaluate
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the performance of available statistical models that suitably describe and forecast features of

induced seismicity and are readily able to forecast future seismic activity.

To model induced seismicity, a variety of approaches have been proposed in the past. Primarily

physics-based approaches (Baisch et al., 2009c; Kohl & Megel, 2007; Shapiro & Dinske, 2009;

Shapiro et al., 2007) suggest a hydro-mechanical model of fluid migration through the rock ma-

trix and cracks. Events in such a model are triggered directly by shear failure of favourably

oriented natural joints as a response of normal stress reduction due to high-pressure fluid injec-

tion (e.g., Baisch et al., 2009b,c). Such an approach also forms one of the logic tree branches

of the Basel risk study and has been applied to other EGS projects, such as Soultz-sous-Forêts

(Baisch et al., 2009b) or Cooper Basin (Baisch et al., 2009c). In this study, however, we focus

on statistical approaches that describe the time-dependent seismic hazard as a combination

of empirical observation and statistical modelling of the observed seismicity. A model in this

sense defines the total number and frequency–magnitude distribution of the future seismicity in

a given time window. The aim of the models is to best forecast the seismicity but not necessar-

ily to understand the detailed physics of the ongoing processes. In a statistical framework, the

seismic sequence triggered by fluid injection can be understood and described as a point pro-

cess, as for any other sequence of clustered earthquakes. In addition to fluid-triggered events,

each event potentially triggers ‘daughter’ earthquakes by the static and dynamic stress changes

induced by their rupture. The overall seismicity can be described as a cascading, or epidemic,

process, responding to an external forcing function.

The advantage of using statistical models to describe the seismicity during EGS stimulation

is that the models are comparatively simple and well established in statistical seismology (eg.

Gerstenberger et al., 2005; Hainzl & Ogata, 2005; Ogata, 1988; Woessner et al., 2010). We

show in this paper that the entire Basel sequence can in fact be well described using statistical

models. We argue that such models should be considered as a starting point or reference

model for any assessment of the time-dependent seismic hazard.
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We adopt and compare two model frameworks widely used in the domain of time-varying earth-

quake forecasting on time scales of hours and days:

(1) The Reasenberg & Jones model, which is the basis of the Short Term Earthquake Prob-

abilities (STEP) model (Gerstenberger et al., 2005, 2007; Woessner et al., 2011). STEP-

based hazard maps were first implemented for time-dependent hazard forecasts in Cali-

fornia and are available online at the United States Geological Survey (USGS) (http://

earthquake.usgs.gov/eqcenter/step/).

(2) The Epidemic Type Aftershock Sequence (ETAS) model (Hainzl & Ogata, 2005; Ogata,

1988). Based on ETAS, we also develop a model that takes the time-dependent pumping

rate as an external forcing term into account.

None of these models has so far been applied to EGS-related seismicity but they are well es-

tablished and tested in retrospective and in fully prospective forecasting experiments at regional

scale (www.cseptesting.org; Schorlemmer et al., 2010; Woessner et al., 2011), as well as on

the scale of aftershocks sequences (Cocco et al., 2010; Hainzl et al., 2009; Woessner et al.,

2011).

We compare the forecasting ability of a total of eight models with standard likelihood testing

approaches introduced by the Collaboratory for the Study of Earthquake Predictability (CSEP;

Schorlemmer et al., 2010; Woessner et al., 2011; Zechar et al., 2010). We propose that a

quantitative approach to model testing and evaluation is valuable as the ultimate goal is to

establish models that can be used for regulatory guidelines.

2.2 Data

The seismicity analysed in this study was recorded by six permanent downhole borehole geo-

phones, operated by GEL. Four of the geophones were installed at intermediate depths between
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300 and 600 metres below the surface, one was at 1180 m and the deepest one at 2740 m.

Prior analysis of this network led to the conclusion that two geophones at intermediate depth

had a minor influence on the resolution and therefore they were not routinely processed (Dyer

et al., 2008). Figure 2.1 indicates the location of the stations involved in the data acquisition. In

addition to the borehole network, the SED maintained a dense network of seismometers and

accelerometers; their locations are also shown in Figure 2.1.

The GEL network recorded over 11200 events from December 2006 to July 2008; 3500 had

a good quality signal and were located. Two magnitudes were provided; 1) local earthquake

magnitudes (ML) were provided by the Swiss Seismological Service (SED) for the largest ∼

190 earthquakes only; and 2) a moment magnitude (MW ) was determined by the microseismic

network of GEL (Dyer et al., 2008). Since the moment magnitudes are available for all 3500

events, we will be using them throughout this report. Bethmann et al. (2007) showed that the

moment magnitudes provided by GEL are comparable to the moment magnitudes calculated

by the SED. Figure 2.2 indicates the locations of all events located by GEL; earliest events

occurred around the casing shoe and then migrated away from the opening, while latest events

occurred to the east of the borehole. Dyer et al. (2008) and Häring et al. (2008) describe the

evolution of seismicity in more detail.

Figure 2.3 shows the time-evolution of the events; the top panel shows the sequence until July

25, 2008 and the middle left panel a close-up from December 2 to December 12, 2006. Gray

stems indicate single events, with magnitudes ranging from Mw 0.1 to Mw 3.1, where the Mw 3.1

event is equal to the earlier mentioned ML 3.4 event which occurred at December 8, 2006, 4:48

p.m. Three additional events with magnitudes above three occurred in January and February

2007. The lowest panel in Fig. 2.3 includes the applied flow rate. The injected water was

increased step wise and reached a maximum of about 100 l/sec before it was reduced. Dyer

et al. (2008) describe the water injection and the pressure evolution in more detail.
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Figure 2.3: Completeness and time evolution of the (a) whole catalogue and the (b) first ten days. The black solid
line indicates the variation of the completeness of this catalogue over time; it varies the most during
the first days and then becomes constant. We did not determine the completeness after June 2007,
as the seismicity becomes too sparse.
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2.3 Method

2.3.1 Fitting the overall parameters of the sequence: b-val ues and dura-

tion

In a first step, we analyse the monitoring completeness and bulk statistical parameters of the

sequence. Of specific interest in this context is an estimate of the time required for the seismicity

to return to the background rate. This estimate has, possibly, an impact on the continued need

to monitor the site.

To estimate seismicity parameters, we first need to analyse the magnitude of completeness,

(Mc), of the catalogue as a function of time. We apply the maximum curvature method (Wiemer,

2000; Woessner & Wiemer, 2005) and require 150 events to estimate the Mc for one sam-

ple. Most computations in this study are based on adaptations of the software package ZMAP

(Wiemer, 2001). The completeness estimates span a period starting about midday December

3, 2006 until June 2007, after which the seismicity becomes too sparse (Figure 2.3, as indicated

by the black line). Mc(t) varies between 0.5 ± 0.07 ≤ Mc ≤ 0.9 ± 0.11 during the first nine

days of the time series (Figure 2.3). These variations are most probably due to unpicked events

during times of highest activity, because smaller events are hidden in the coda of larger ones.

After a little more than one month, Mc(t) remains constant at 0.5 ± 0.07. For the overall com-

pleteness of the entire sequence, we choose in the subsequent analysis a conservative value

of 0.9, the maximum observed in any time period.

We then estimate activity rates and relative earthquake size distribution during the injection

phase and the post-injection period. Using a maximum likelihood fit, we determine the a- and

b-values of the Gutenberg-Richter (GR) law (Gutenberg & Richter, 1942) which describes the
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relation between the frequency of earthquakes and the magnitudes of an event:

log N = a − bM (2.1)

where N is the number of events with magnitudes larger or equal to M, a describes the produc-

tivity of the sequence and b the ratio of small to large events.

Figure 2.4: Gutenberg-Richter frequency–magnitude relation for two different sequences. Darker triangles show
events during the injection, lighter squares mark events after the termination of water injection.
Gutenberg-Richter parameters are indicated for each sequence.

We find a substantial decrease of the b-value from 1.56 ± 0.05 to 1.15 ± 0.07 for co- and

post-injection events, respectively, using the above determined Mc of 0.9. All uncertainties are

computed by bootstrapping the data set 100 times and fitting the parameters values to the

bootstrap samples.The annual a-values for the same periods change from 6.08 to 3.31 (Figure

2.4, colours as in fig. 2.2).

Once the injection of water under high pressures stops, the seismicity decays gradually in the

following weeks and months (Figure 2.5), quite similar to any tectonic aftershock sequence. For
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aftershock sequences, the rate is usually well described by the Omori-Utsu law (Ogata, 1999;

Utsu, 1961):

λ(t, Mc) =
k (Mc)

(t + c)p
(2.2)

where t is the time elapsed after the main shock, c and p are empirical parameters, character-

istic for a specific sequence, and k (Mc) is a function of the number of events with magnitudes

above the completeness magnitude Mc.

Figure 2.5: Decay of the sequence after the termination of the water injection. A modified Omori-Utsu law is fitted
to the sequence to determine its duration; circles represent the data. We only fit the first 200 days of
data (dark circles); events after this time (grey circles) fall within the uncertainty. The background of
this region and the uncertainty are indicated at the bottom of the figure. Where they intercept with the
model, we find the duration of the sequence. The black box indicates the uncertainty and the black
star the best fit. We find a duration of 31 +29/−14 years.

We investigate whether the Omori-Utsu law can provide an acceptable fit to the data of the

post-injection period. We fit the events with Mw ≥ 0.9, that occurred between the end of the

injection (December 8, at 11:33 a.m) and day 200 of the sequence. We find p = 1.33±0.06, c =

0.38± 0.061 days and k = 86.6± 9.81 (Figure 2.5) as the mean parameters for 1000 bootstrap

models. The two-sample Kolmogorov-Smirnov (Conover, 1972; Woessner et al., 2004) test,
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testing whether the cumulative rate of the data and the fitted Omori-Utsu law belong to the

same distribution, is not rejected at the significance level of 0.05. This indicates a good fit of the

Omori-Utsu law to our data.

To estimate the expected duration of the sequence, we additionally determine the background

seismicity rate for this region. No event has ever been located within the small stimulated

volume of about 1 km3 during the 25 year history of recording micro-seismicity in Switzerland.

We therefore use as a proxy the seismic activity rate of the seismogenic source zone of Basel

used in the determination of the Swiss Seismic hazard in 2004 (Giardini et al., 2004; Wiemer

et al., 2009). The rate is normalised to the size of the stimulated volume (more specifically, to

its 2D areal extension). This assumption is consistent with the definition of a seismic source

as a zone of equal seismic potential in seismic hazard assessment. The seismogenic source

zone has an a-value of 2.31, a b-value of 0.9, and spans over an area of 1741 km2. The area

affected by the injection is 1.6 km2 which leads to a background rate of Rb = 3.38e−4 events per

day with Mw ≥ 0.9. In other words, an Mw ≥ 0.9 event should occur naturally only about every

eight years. If we solve the Omori-Utsu law (eq. 2.2) for the duration, we get (Woessner, 2005)

ta =
[ k

Rb

]
1
p − c (2.3)

With these values, we obtain a duration of the ‘aftershock’ sequence of ta = 31 + 29/−14 years,

where the uncertainties are obtained from the bootstraps in Figure 2.5.

2.3.2 Forecasting Models

We apply two different classes of model, which we introduce in the following paragraphs. Both

models have been used to forecast aftershock sequence and are modified by us to be applied

to an induced seismic sequence.
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Figure 2.6: Summary of all eight models; (a) three models based on the Reasenberg & Jones approach, (b) two
models based on ETAS approach without flow rate and (c) three models based on ETAS approach
with flow rate. In all three panels, the observed rates within the next six hours is indicated with a bold
black line and circles. The time of the shut in and the two largest events that led to actions within the
traffic light system are indicated.
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2.3.2.1 The Reasenberg & Jones model

Reasenberg & Jones (1989, 1990, 1994) combine the Gutenberg-Richter (GR) law (equation

2.1) and the Omori-Utsu law (equation 2.2) to determine the probability of triggering earth-

quakes. They express the rate λ of aftershocks with magnitudes larger than Mc at a given time

t after the main shock with magnitude Mm as

λ(t, Mc) =
10ã+b(Mm−Mc)

(t + c)p
(2.4)

where ã is given as

ã = A0 − log
[

∫ T

S
(t + c)−pdt

]

(2.5)

where

A0 = a − b × Mm (2.6)

and a, b, p and c are the same constants as in equation 2.1 and equation 2.2, respectively.

The probability P of one or more events occurring in the magnitude range (M1 ≤ M < M2, with

M1 ≥ Mc) and the time range (S ≤ t < T ) is then given as (Wiemer, 2000):

P = 1 − exp
[

−
∫ T

S
λ(t, M)dt

]

(2.7)

Here, we treat each individual event as a main shock and sum the rates λ in each time bin to

obtain the joint probability P of observing one or more event in the given magnitude range.
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2.3.2.2 Epidemic Type Aftershock Models

We use an epidemic type aftershock (ETAS) model of Ogata (1988). The rate of aftershocks

induced by an event occurring at time t with magnitude Mi is given by

λi (t) =
K

(c + t − ti )p
10α(Mi−Mmin) (2.8)

for time t > ti . The parameters c and p are empirical parameters (compare Eq. 2.4) and K and

α describe the productivity of the sequence. The total occurrence rate is the sum of the rate of

all preceding earthquakes and a constant background rate λ0:

λ(t) = λ0 +
∑

[i :t<ti ]

λi (t) (2.9)

We consider that the forcing term should depend on the applied injection flow rate Fr . According

to Shapiro & Dinske (2009), we can model the fluid-triggered event rate as proportional to the

injection rate. We therefore modify the background to be:

λ0(t) = µ + cf × Fr (t) (2.10)

with cf and µ being free parameters.

Forecasts with the ETAS model have to include secondary aftershock triggering during the pre-

diction period. For that purpose, we use the mean of 10,000 Monte Carlo simulations based on

the inverse transform method by Felzer et al. (2002) to obtain a sb forecast.The contribution in

each magnitude bin is simply obtained by applying the Gutenberg-Richter frequency–magnitude

relation to this rate with a given b-value.

For the Basel case study, we test different model versions:

• In two versions (E1 and E3), we set cf = 0 in order to see whether the model without the
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physically reasonable dependence on the flow rate has a similar prediction power.

• Fitting too many parameters to a limited data set can also lead to a reduced prediction

power of the model. Thus we fixed in two versions (E1 and E2) as many parameters as

possible to generic parameters known from previous model applications.

• In versions E4 and E5, we fit cf in addition to all other parameters. To forecast rates for

time ti , we use Fr (ti−1) for E4 and Fr (ti ) for E5.

2.4 Modelling approaches

Before we apply and compare the statistical forecast models, we define a common framework

in which we apply and test the models. This involves choosing the testing period, the updating

strategy and the magnitude range in which to test the forecast. While these choices are some-

what arbitrary, they can potentially have a significant effect on the outcome of the testing, and

they reflect to some extent the requirements of end users. We use the experience of the RELM

and CSEP experiments to define the ‘rules of the game’ and retrospective testing of aftershock

sequences (Field, 2007; Schorlemmer et al., 2010; Woessner et al., 2011).

For both model classes, the RJ-models (R0-R2) and the ETAS-models (E1-E5), we apply two

modelling approaches: 1) Use one set of predetermined parameters from the entire sequence

and 2) Update model parameter values with successively extending the period for assembling

data by six hours. Models R1, E1 and E2 fall into class (1); we use generic parameters defined

for other sequences and make forecasts with those in six hour bins. Models R2 and E3-E5 fall

into class (2); here, we start with the same generic parameters, but after the first six hours of

data, we fit the parameters to the data. We use increasing time bins and fit the parameters

again after every time bin. For example, we fit the parameters to the first twelve hours of events

to forecast hours 12 to 18. For both classes, we evaluate the performance of the models in six
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hour bins.

In addition, we consider one model, R0, which is non-causal in the sense that it represents the

best fit of a R&J model to the sequence. For this model, we divide the sequence in two parts, a

co-injection and a post-injection period and fit a set of parameters to each period.

Table 2.1 summarises all eight models. For all models, we have both fixed and free parameters.

The fixed parameters are based on generic values determined for other sequences or values

found in the literature. For all approaches we fix the b-value at 1 and the c - value at 0.01

which is somewhat arbitrary; both values are often found in literature. We use neither the b-

value fitted to the sequence nor the b-value of the seismic source zone as we can not justify

using either of them in the forecasting mode. Using a c - value of 0.01 is consistent with the

literature (Reasenberg & Jones, 1989). For the R&J models we use generic parameters defined

by Reasenberg & Jones (1989), for model R1 we use them for the whole sequence, for R2 we

start with those parameters. For the ETAS models, we use the generic parameters of p = 1.2

and α = 0.8, which are typical values for tectonic events (Ogata, 1992). We apply them to the

whole sequence for models E1 and E2 and use them as starting values for E3 - E5.

In addition to the fixed parameters, we list the free parameters for each model in Table 2.1.

The more free parameters a model includes, the better its fit to past data should be; yet more

parameters come at the cost of less robust models. To comparatively evaluate the model perfor-

mances one would then have to resort to measures such as the Bayesian Information Criterion

or Akaike Information Criterion which penalise models with more degrees of freedom. In our

case we choose a different strategy that mimics prospective testing: Because each model fore-

casts the seismicity of the period [t, t + 6hr ] only with information obtained until time t, the

forecast has zero degrees of freedom; therefore comparing the model likelihoods is sufficient.
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Name Type Assumptions Fixed Par. # Free Par.

R0 R & J Retrospective b = 1, c = 0.01 d 2
Two fitted periods p, a
No Update

R1 R & J Generic Parameters p = 0.91, a = −1.67 0
No Update b = 1, c = 0.01 d

R2 R & J Start with generic par. b = 1, c = 0.01 d 2
Update after six hours p, a
Increasing time window

E1 ETAS Generic parameters p = 1.2,α = 0.8 2
b = 1, c = 0.01 d K ,µ
cf = 0

E2 ETAS Generic Parameters p = 1.2,α = 0.8 3
with flow rate b = 1, c = 0.01 d K ,µ, cf

E3 ETAS Start with generic par. b = 1, cf = 0 5
Update after six hours p,α, c

K ,µ

E4 ETAS Start with generic par. b = 1 6
with flow rate p,α, c

K ,µ, cf

E5 ETAS Start with generic par. b = 1 6
flow rate with p,α, c
info from forecast bin K ,µ, cf

Table 2.1: Summary of the models and updating strategies used in the study. Model names are used in the text,
the type indicates the base model. Main differing assumptions are indicates together with fixed / initial
parameter values and free parameter values estimated from the sequence.
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2.4.1 Modelling results

We compute forecasts of the seismicity for the eight models summarised in Table 2.1. For each

model, we determine seismicity rates within six hours for a magnitude bin from Mw = 0.9 − 3.5

and compare them with observed events above Mw ≥ 0.9. We start to forecast with the start

of the fluid injection at 2.12.2006, 6pm, for a 6 hour time window and then successively update

forecasts each 6 hours for a period of 15 days, summing up to 60 forecast windows.

The rate forecasts for all models in Figure 2.6 are shown compared to the observed seismicity

indicated by the solid black line with circle markers. The top panel shows the three different

Reasenberg and Jones models R0 to R2, the middle panel shows the ETAS model where flow

rate was not included (E1 and E3) and the lowest panel shows the three ETAS models where

flow rate was included in the modelling (E2, E4 and E5).

From a first visual inspection of Figure 2.6, we observe that model R1 underpredicts the rate

of earthquakes during the intense injection period by more than a factor of 10, suggesting that

an R&J model with generic parameters is not a suitable model to explain the induced sequence

well. Model R0, which uses parameter values estimated retrospectively for the entire sequence

for the co- and post-injection periods, demonstrates that if the ‘right’ set of parameters were

known beforehand, an R&J model would be able to explain the seismicity well. Model R2,

which updates the generic parameters every 6 hours, matches the seismicity rate much better

than Model R1 in the co-injection period of the sequence; however, the model consistently

overpredicts the post-injection seismicity of the sequence. This is similarly observed for model

E1, an ETAS model using predefined parameters that are not updated during the forecasting

experiment. Neither R1 nor E1 are able to respond adequately to the change of boundary

conditions that occurs when the injection stops. Models E2-E5 fit the seismicity rate well based

on a visual inspection.
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2.4.2 Performance evaluation

Figure 2.7: Log-likelihood values of the L-test for model E5 as a function of time. The panels display the mean
and the 97.5 and 2.5 percentiles (grey dot and bars); days on which a log-likelihood value LLS(t) is
accepted are indicated with black squares; if the model is rejected, we indicate this with grey squares.

To quantitatively test the model forecasts in a pseudo-prospective approach, we use the N(umber)-

test (Lombardi & Marzocchi, 2010; Schorlemmer et al., 2007, 2010; Werner et al., 2010; Woess-

ner et al., 2011). This test compares the total forecast rates with the total number of observed

earthquakes in the entire volume and indicates whether the too few or too many events are

forecast or if the forecast is consistent with the observation. For example, if the model forecasts

0.5 events and 1 is observed, the cumulative Poisson distribution (PCDF) results in a quantile

score of δ = PCDF (1, 0.5) = 0.910. We reject the forecasts at the 0.05 significance level, thus

for δ-values smaller than 0.025 and larger than 0.975. We determine the N-test for each six

hour bin; the rejection ratio RN denotes the percentage of test bins that are rejected.

In addition, we perform the L(ikelihood)-test (Schorlemmer et al., 2007, 2010). This test eval-

uates whether the forecast number of events and the distribution in the magnitude bins is con-

sistent with the observation, again assuming the entire volume as one spatial bin. For each
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magnitude bin we compute the log-likelihoods and sum this to a joint log-likelihood of the fore-

cast. To verify that the joint log-likelihood is consistent with what is expected if the model is

correct, we simulate 10,000 synthetic catalogues consistent with the forecast model and com-

pute their log-likelihood values. This distribution of likelihood values is then compared with the

observed log-likelihood. The quantile score γ then measures the amount of simulated log-

likelihood values that are smaller than the observed log-likelihood. This test is one-sided and

we reject a model if γ < 0.025 which implies that the observed log-likelihood is much smaller

than expected if the model is true. According to the N-Test, we define the rejection ratio RL that

denotes the percentage of test bins that do not pass the L-test.

In Figure 2.7 we show the log-likelihoods for each six-hour bin of model E5. Bins, in which the

observed log-likelihood falls within the 95%-confidence interval of the simulated values (grey

error bars) are indicated by black squares; light grey squares denote bins in which the observed

log-likelihood score falls outside the confidence limits. The rejection rate RL for E5 is 0.15 (Table

2.2), therefore 9 bins out of 60 are rejected.

In addition, we calculate the joint log-likelihood of each model as a sum of over all time bins.

Less negative joint log-likelihood indicate a better fit between model and data.

In Table 2.2 we summarise the scores of both tests and the joint log-likelihoods for each model.

The joint log-likelihood confirms the visual inspection: The poorest model in terms of likelihood

is R1, the best model in terms of the joint log-likelihood is model E5, closely followed by E4.

However, none of the pseudo-prospective models reach the same likelihood as model R0, which

is a retrospective fit to the entire sequence.

The models allow us to forecast the rate, or probability, of larger and potentially felt or damaging

events. Figure 2.8 shows such a forecast as the probability of a Mw ≥ 2.0, 3.0 and 4.0 events

as a function of time for the next 6 hour period based on model E5. Probabilities of magnitudes

above 2 are high from the start and decay to probability values of less than 0.5 only after the

injection is finished. Probabilities for higher magnitudes such as 3 and 4 are smaller, but reach

42



CHAPTER 2. PROBABILITY-BASED MONITORING APPROACH FOR EGS

Name Type RN RL Joint Log Likelihood

R0 Reasenberg & Jones 0.33 0.17 -170.85
R1 Reasenberg & Jones 0.73 0.60 -1433.77
R2 Reasenberg & Jones 0.54 0.54 -846.79
E1 ETAS 0.65 0.63 -478.11
E2 ETAS 0.48 0.2 -266.67
E3 ETAS 0.43 0.35 -276.19
E4 ETAS 0.42 0.20 -204.35
E5 ETAS 0.40 0.15 -204.33

Table 2.2: Quantitative evaluation of model forecasts: Model name, model type, fraction of rejected time bin in
N-Test, fraction of rejected time bins in L-Test, and joint log-likelihood of the each model.

0.51 and 0.07 nonetheless.

2.4.3 Translating forecast rates to time-varying seismic h azard

The forecast rates for each magnitude bin of each model are the basic input needed to produce

a time-dependent hazard model. We convert rates into probabilities of a given ground motion

intensity, using standard procedures introduced originally by Cornell (1968). Hazard is the

result of a combination of seismic rates, their frequency–size distribution and the Ground Motion

Prediction Equation (GMPE) and its uncertainty. In contrast to the standard hazard assessment,

which is computed for recurrence periods of hundreds to thousands of years, we are here

interested in short term hazard in the order of hours to days. This is identical to the time-

dependent hazard assessment introduced for aftershocks sequences by Wiemer (2000) and

used in California (Gerstenberger et al., 2005). An extension to risk and decision support was

recently proposed by van Stiphout et al. (2010).

To adapt the ground motion forecast to for Switzerland, we adjust the attenuation relation ac-

cording to Fäh et al. (2003), expressed in the European Macroseismic Scale intensity (EMS).

43



CHAPTER 2. PROBABILITY-BASED MONITORING APPROACH FOR EGS

Figure 2.8: Probabilities for events within the next six hours for magnitudes ≥ to 2, 3 and 4 with time, based on
model E5. Observed events above magnitude 2 are indicated in the lower panel.

We integrate the hazard from MW ≥ 2.5 upward. The maximum magnitude, Mmax , that is used

in the induced hazard is another critical factor; it determines the roll-off at higher intensities. As

an initial estimate we choose a somewhat arbitrary value of MW = 5.0; however, we show the

effect of a different maximum magnitude later.

Each model can then be translated into a hazard curve for the next 6 hour period. Figure

2.9a shows three typical examples of hazard curves, at three different times (day three, day

six and day twelve), the background hazard curve is also indicated. The hazard during the

intense induced sequence exceeds the background by a factor of more than 100. To visualise

the evolution of the hazard as a function of time, we show the probability of exceeding EMS

intensities III, IV and V for model E5 as a function of time in Figure 2.9b. EMS intensity III

is the level at which a few people start feeling a light shaking indoors, an event with intensity

IV is already felt by many indoors and intensity V is felt by most indoors and the vibration is

strong (Gruenthal, 1998). The exceedance probabilities reach levels of 0.2 for EMS III and
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Figure 2.9: Hazard curves based on model E5. (a) Probabilities of exceeding EMS Intensities I to X for three
different times, (1) day three, (2) day six and (3) day twelve after the start of water injection. All three
curves are based on Mmax = 5. (b) Probabilities of exceeding EMS intensities III, IV and V within the
next six hours for the first 15 days. Indicated are also the times of the two largest events during the
first 15 days and the time of the termination of water injection.
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IV already on day 1. A probability level of 0.1 is reached on day 4 for EMS intensity V. The

maximum probability levels are 0.99, 0.55 and 0.12 for EMS intensity III, IV and V, respectively.

All three maximum levels are reached after five days and six hours, i.e. before water injection

was stopped and before the largest event occurred.

2.5 Discussion and Conclusion

The ultimate termination of the Basel EGS pilot study due to the public outcry as a conse-

quence of the sequence of strongly felt earthquakes poses a substantial challenge for future

EGS systems. In hindsight, it is obvious that the potential for triggering felt earthquakes was

underestimated by GEL, as well as by the regulatory bodies. However, even today, more than

three years after the main injection, scientists are not able to accurately forecast the response

of a rock volume to the injection of water at high pressures, nor are there universally accepted

guidelines for hazard and risk assessment prior, during, and after a stimulation. We see our

study as a contribution towards an improved ability to forecast induced seismicity as it unfolds.

The seismicity recorded during and after the stimulation of the Basel EGS is one of the best

monitored sequences of its kind. Our analysis of the monitoring completeness as a function of

time (Figure 2.3) shows that Mc(t) varies between 0.5 and 0.9. Higher values of Mc are typical

during the first hours of intense aftershocks sequences, when the coda of larger events mask

the smaller ones (e.g., Woessner & Wiemer, 2005). We suspect that the temporal changes

in Mc (Figure 2.3) are caused by the same mechanism. In addition, it is possible that Mc(t)

changes as a results of temporal changes in the activity areas: If areas of a higher Mc (i.e.,

further away from the sensors) are more active, the overall Mc will appear to increase.

Our analysis of the decaying part of the sequence reveals that once the injection stopped, the

decay can be well described using the Omori-Utsu law of aftershocks decay (Figure 2.5). The

comparison between model and data passes the Kolmogorov-Smirnov test, which in our expe-

46



CHAPTER 2. PROBABILITY-BASED MONITORING APPROACH FOR EGS

rience is a rather strict test for compliance to aftershock seismicity (Conover, 1972; Woessner

et al., 2004). From a statistical viewpoint, there is nothing special about the sequence, which

is consistent with the conclusion by Deichmann & Giardini (2009) that the earthquakes induced

by the reservoir stimulation below Basel, rather than representing a case of hydrofracturing,

occurred mainly as shear dislocation on pre-existing faults that were triggered by the increase

in pore pressure due to the injected water, but driven by the ambient tectonic stress. In addition,

we suggest that an unknown fraction of the events are not directly triggered by the change in

pore pressure but rather indirectly as ‘aftershocks’ to other events, or as ‘daughter events’ in a

cascading model.

Our assessment that the seismicity will take about 31+29/-14 years to decay to the background

is consistent with the observations of aftershock sequences (Stein & Liu, 2009) as well as with

predictions of laboratory studies (Dieterich, 1994). In aftershock sequences, the duration of the

sequences, defined as the time when the rate returns to that before the event, has been pro-

posed to be inversely correlated with the tectonic loading rate. The rate and state model of fault

friction, which predicts changes in fault properties after earthquakes, and which is commonly

used for aftershock studies (Dieterich, 1994), predicts an aftershock duration of

ta =
Aσ

τ̇
(2.11)

where τ̇ is the rate of shear stressing on the fault, σ is the normal stress, and A is a constitutive

parameter. Although the stressing rate is is hard to measure, it is roughly proportional to the

loading rate. The loading rate in Switzerland, and also in the Basel region is known to be low

(< 1 mm/yr) and aftershock sequences are therefore expected to last longer than in tectonically

more active regions.

The major unknown in the estimation of the aftershock duration is the local background rate. Ide-

ally, monitoring at a comparable completeness level of the same rock volume for several years

47



CHAPTER 2. PROBABILITY-BASED MONITORING APPROACH FOR EGS

would establish the background seismicity rate. This approach is prohibitively expensive. We

chose the regional background rate, extrapolated from the micro-seismicity record, as a proxy,

but the local variability of the background at the scale of one kilometre is unknown. Supporting

evidence for a low background rate comes from the observation that micro-earthquakes in the

past three years have been confined to the induced volume, no events have been detected

outside the well-defined volume shown also in Figure 2.2, although the network of borehole

sensors in principle would be able to detect them.

Our focus of modelling the rates of the micro-seismicity is on two largely statistical models, the

Reasenberg and Jones approach (Reasenberg & Jones, 1989) and the ETAS model (Hainzl &

Ogata, 2005; Ogata, 1988) . There are a number of reasons why we consider these models

suitable alternatives to more physics-based modelling approaches (Baisch et al., 2009b; Kohl &

Megel, 2007; Shapiro et al., 2010, 2007):

• Catalogue data of the micro-seismicity used for forecasting is, at least in principle, read-

ily available in near-real time, a requirement for building a real-time hazard assessment

system.

• Statistical models are well understood and well tested, because they are used commonly

to model the behaviour of aftershocks and swarms (Hainzl & Ogata, 2005; Ogata, 1988;

Reasenberg & Jones, 1989; Woessner et al., 2010).

• The statistical models are comparatively simple, and make no assumptions about the un-

derlying physics or rock properties. They can therefore be considered as starting models,

while more refined models should be used for forecasting only if shown to be superior in

their ability to forecast the seismicity.

• The models output a seismicity rate forecast which can be converted to time-dependent

hazard estimates: both of these outputs can readily be implemented as measure for
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decisions on continuing an EGS experiment. This is not easily performed with physics-

based models without introducing additional stochasticity (Cocco et al., 2010; Hainzl et al.,

2009; Woessner et al., 2010).

One of our major objectives was to define a more quantitative alternative to the traffic-light

system used so far in the monitoring and regulation of EGS creation (Bommer et al., 2006).

Based on our findings here we propose that such as system would be built using a model such

as E5 applied in real time, and translating the rates into hazard. This implies that first of all, a

suitable real-time motoring system must exist that, within minutes, can deliver reliable locations

and magnitudes for the dozens to hundreds of events that can occur during stimulation every

hour. It also implies that beforehand, a plan of action must be agreed upon that specifies the

actions to take once a certain hazard threshold is reached. Models such as E5, which integrates

the flow rate, can be used to forecast the expected hazard if a certain flow rate is applied in the

hours and days to come; they can thus not only be used from a regulatory point of view, but

also assist the operators in their decision making. The approach we propose here is, in our

assessment, a substantial advance when compared to the traffic-light system, because:

• Not only a single magnitude of one larger events counts, but also the many small ones

that occur. Including these small events for forecasting and decision making increases

the robustness.

• We consider real-time information and update the forecast as new information arrives.

• Our model has been tested in a pseudo-prospective sense and also works well at regional

and local scale for natural seismicity.

• The model is hazard/risk based, and is able to consider uncertainties in all parameters

and thus allows for informed decisions-making.
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• Our model can be used to simulate alternative stimulation strategies and their implica-

tions for future seismicity; by assuming different parameter values in these simulations,

adequate modelling of different tectonic environments in terms of their productivity can be

achieved.

Translating the forecast rates into seismic hazard is a straightforward calculation, and has been

already implemented successfully at local and regional scale (e.g., Gerstenberger et al., 2005,

2007). It was also applied in the Basel risk study (Baisch et al., 2009a). We believe that this

translation should be an integral part of a future monitoring and regulatory framework, because

it allows to set thresholds that are hazard/risk based and fully probabilistic by definition. We

anticipate that the underlying forecast models will become increasingly complex, and ensemble

forecasting or logic trees will be considered just like they are in weather forecasting or prob-

abilistic seismic hazard assessment. By translating all forecast rates, and their uncertainties,

into hazard, taking into account the uncertainties in the expected ground motions, seismologists

have combined the best of their knowledge into (comparatively) simple numbers. The hazard

integration then takes care of integrating all magnitude bins, as well as the fact that sometimes

smaller events can create larger than to be expected ground motions.

Further adding knowledge on the fragility of buildings, and translating into time-dependent

risk, is then the next logical step, also already a part of the SERIANEX study (Baisch et al.,

2009a). van Stiphout et al. (2010) introduced time-dependent risk assessment at a local scale

by analysing the seismicity in the L’Aquila region. It is entirely possible to compute a thresh-

old, for example, of a 1 % probability of exceeding damages of CHF 10 million or more, or not

exceeding a 10% annual probability of causing a casualty. Therefore, such a threshold will be

an integral part of any insurance scheme implemented for EGS systems. We believe that EGS

technology and the associated clean energy does not come without a risk, as it is the case

for almost any other technology. As scientists we strive to describe and reduce the risk. The
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decision on how much risk to take – essentially where to set a threshold in our Figure 2.9b – is

ultimately a political process. We see our paper in this context as a contribution toward building

robust, and community-accepted, forecast models.

One of the major ‘free’ parameters of such a model is the maximum possible magnitude, Mmax ,

used in the hazard calculation. There is very little knowledge how to set this number. Contem-

porary PSHA studies tend to set a larger Mmax than applied in both our study and SERIANEX.

The underlying question is wide open: Does the intense activity during stimulation also increase

the probability of triggering an event with source dimensions significantly larger than the stim-

ulated volume? The conservative answer to this question taken in regional time-dependent

hazard assessment is that all earthquakes are treated equally, such that triggering is possible

all the way to the regional Mmax , which in the case of Switzerland is set between around 6 and

7.5 (Wiemer et al., 2009). Choosing a higher Mmax will increase the hazard at higher ground

motions, but may not be the critical factor in reaching an action threshold because already mod-

erate events of M 3–4, with source dimensions well within the induced volume, can cause large

enough ground motions to create non-structural damage. We show the effect of three different

Mmax : (1) 3.7 which was used by Baisch et al. (2009a) for the Basel risk study, (2) 5, which was

used for this study and (3) 7, which is the maximum magnitude of the seismic zone of Basel in

Figure 2.10a. We show the time evolution for these three Mmax for two different EMS intensi-

ties III and V. While the probabilities for the lower intensity and higher probabilities practically

overlap, we see a higher differentiation for the higher intensity. The inset in Figure 2.10a shows

a snapshot of the probabilities for different Mmax at day three (indicated by a dashed line). The

curve with the smallest Mmax drops off the fastest while the other two only begin to drop of at

EMS intensities VI and VIII, respectively.

Another factor that we have not yet discussed is the influence of the b-value. We assume a

constant b-value of 1 for all of our models. As we do not test for different magnitude bins, it has

no influence there. However, the b-value has an influence on the hazard integration. In Figure
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Figure 2.10: (a) Effect of different maximum magnitudes with (1) Mmax = 3.7, (2) Mmax = 5 and (3) Mmax = 7. Higher
probabilities show the probabilities of exceeding EMS intensity III, lower probabilities the exceedance
probabilities for EMS V. The inset marks a hazard snapshot for day three (indicated by a light grey
dashed line). (b) Effect of different b-values on the hazard integration with (1) b = 0.9, (2) b = 1
and (3) b = 1.58 for co-injection and 1.15 for post-injection events. The inset shows again a hazard
snapshot for day three.
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2.10b we show the time evolution of the hazard for three different assumptions: (1) b-value of

1, as in this study, (2) b-value of 0.9 as the seismogenic source zone of Basel (Giardini et al.,

2004; Wiemer et al., 2009) and (3) b-values of 1.59 for co-injection and 1.15 for post-injection

events, respectively, as we find for this dataset (compare Fig. 2.4). The inset shows, similar as

in Figure 2.10a, a snapshot of the hazard for different EMS intensities at day three. The hazard

is strongly reduced with higher b values and increases as this value decreases. However, for

this study we fixed the b-value at 1, as the values of the whole sequence can not be justified for

a real-time approach as they are only know posteriori. For all curves in Figure 2.10a we use a

b-value of 1 and for all curves in Figure 2.10b we use a Mmax of 5.

We show here the importance of quantitative testing of a model performance. We apply tests

defined by the international Collaboratory for the Study of Earthquake Predictability (CSEP,

www.cseptesting.org). Work on induced seismicity, can in our opinion, benefit substantially

from CSEP, for example by using the community-accepted testing algorithms, such as the N-

and L-test employed here, and by exploiting the models tested within CSEP. Both the R&J

and ETAS models are currently being tested in fully prospective tests in a variety of testing

regions (Schorlemmer et al., 2010). Additional, pseudo-prospective tests of models at the more

local scale of aftershock sequences have been performed recently as an extension of the CSEP

concept (Cocco et al., 2010; Hainzl et al., 2009; Woessner et al., 2010), which again offer highly

relevant insights for modelling the induced seismicity. Reciprocally, the CSEP process can in

our opinion also benefit from the work on induced sequences, because it offers the possibility to

evaluate and improve modelling and testing within a reasonably well constrained environment.

The testing applied in our study reveals that a fully retrospective matching of a sequence and

a model forecast is misleadingly successful. Model R0, a rather simple model, offers the best

fit to the data both in terms of N and L-test. It passes as an accepted model and is not re-

jected by the tests at the 5% significance levels. However, the same model, when applied

in a pseudo-prospective sense (R2), performs quite poorly when compared to other models.
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This illustrates that the pseudo-prospective approach applied by us, which recreates a real-time

setup, is needed in order to achieve a less biased assessment of the forecasting ability of mod-

els. We suggest the rigorous testing approach applied in this study has been lacking so far in

the evaluation of models for induced seismicity, and that future studies that propose methods

for modelling induced seismicity should choose similar quantitative approaches.

From the testing results (Table 2.2), it is clear that ETAS class models in general perform better

than R&J models. This finding is consistent with the current assessment of these models in var-

ious testing regions and pseudo-respective testing on aftershock sequences. The performance

difference in our case may in fact be more substantial, because of the extreme conditions of

very high rates and the dramatic change of process at the termination of the injection. The R&J

model R2 is not able to adjust its forecast sufficiently at the end of the injection, and subse-

quently overpredicts the rates. The ETAS models, which differentiate between a background

rate and a term of induced events, are much better able to adjust to this change. The ETAS

formulation allows us also to specifically consider the induced flow rate, which is not possible

for R&J. Including the flow rate does indeed substantially improve the model performance.

More work is needed to define a community-accepted real time system alternative to the traffic-

light system. For example, our findings here should be applied consistently to a number of

induced sequences to check if the results are robust. Does model E5 always provide the best

fit? In addition, it is possible that the forecasting ability can be further improved if the spatial

variability of micro-seismicity is better understood. Of course we also need to test more physics-

based models in comparison to the statistical ones – yet these models need to provide pathways

to generate seismicity rates.

One question that remains unsolved is whether the Basel EGS experiment would have been

successful if our model E5 were applied for the real-time decision-making. Could we have

prevented an event felt by the public and continued the experiment until reservoir creation? We

see in Figure 2.9b that probabilities of exceeding EMS Intensity 3 already reached 20 % after
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one day and 50 % after 2.5 days. Probabilities of exceeding EMS 5 also reached a level of 0.1

after less than 4.5 days. So by choosing any of these arbitrary thresholds, action would have

been taken more than one day before the actual termination of the water injection on December

6, 2006 11:33 a.m. These questions remains unsolved until a future application and the a priori

agreed schedule of decisions.
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CHAPTER 3. PORE PRESSURE AND INDUCED EARTHQUAKES

Abstract

During an enhanced geothermal system (EGS) experiment, fluid is injected at high pressure into

crystalline rock, to enhance its permeability and thus create a reservoir from which geothermal

heat can be extracted. The fracturing of the basement caused by these high pore-pressures

is associated with microseismicity. However, the relationship between the magnitudes of these

induced seismic events and the applied fluid injection rates, and thus pore-pressure, is un-

known. Here we show how pore-pressure can be linked to the seismic frequency–magnitude

distribution, described by its slope, the b-value. We evaluate the dataset of an EGS in Basel,

Switzerland and compare the observed event-size distribution with the outcome of a minimal-

istic model of pore-pressure evolution that relates event-sizes to the differential stress σD . We

observe that the decrease with distance of the injection point of b-values is likely caused by a

decrease in pore-pressure. This leads to an increase with distance and time of the probability

of a large magnitude event.

3.1 Discussion

Enhanced Geothermal Systems (EGS) represent a promising alternative for clean energy. For

such systems, two boreholes are drilled to depths of below 3 km into the basement, between

which a fluid, typically water, is circulated to extract the heat at temperatures well above 100°C.

The fluid is pumped at high pressure into the first borehole, to increase the permeability of

the rock; a process called reservoir stimulation. This process is accompanied by thousands

of micro-earthquakes, their hypocenters reveal critical information about the ongoing evolution

of the reservoir. Few events eventually happen to be large enough to be felt at the surface,

creating nuisance for the population or even damage to the building stock. The seismic hazard

and risk associated with the induced seismicity is in some cases, such as for the EGS project
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beneath the city of Basel (Switzerland), estimated as too high to be acceptable for society

(Baisch et al., 2009). Induced seismicity is currently the largest obstacle to the widespread

installation of EGS systems near urban centers (Giardini, 2009). Enhancing our understanding

of the physical processes that control the generation of induced seismicity is therefore an urgent

scientific challenge.

The basic principles of pore-pressure induced seismicity are well understood: the increase in

pore-pressure decreases the normal stress on the rock volume, resulting in a lower effective

stress. The failure releases pre-existing tectonic stresses with the consequence of nucleating

sudden slip – in other words, micro-earthquakes. However, the current statistical, physical and

numerical models of induced seismicity cannot sufficiently explain – let alone forecast – the

critical parameters that ultimately control seismic hazard and risk, i.e. the scaling of earthquake

sizes, the temporal occurrence of events, the amount of induced seismicity and the maximum

possible magnitude. To investigate the physical processes controlling these parameters, we

analyse the seismicity related to the EGS experiment conducted in Basel in December 2006.

The seismicity induced during the experiment was closely monitored by a six-sensor borehole

array (see Figure 3.1a), which recorded over 11,000 events of which over 3,500 could be located

(Haering et al., 2008). The recorded events range from moment magnitudes Mw 0.1 to 3.2, with

three events above Mw 3 (occurring 0.22, 38 and 55 days after the termination of the injection).

Today, seismicity at the site is still slightly above the assumed long-term background, its decay

being indistinguishable from a typical aftershock sequence (Bachmann et al., 2011).

In the following, we analyse the space–time evolution of the relative earthquake size distri-

bution of the induced earthquakes in Basel. The cumulative number of earthquakes, N, in a

given volume generally follows a power law distribution and can be expressed as (Gutenberg

& Richter, 1942) logN = a − bM (1) , where a and b are constants that describe the produc-

tivity and the relative size distribution, respectively. Higher b-values indicate more small events

relative to larger events and vice versa. Equation (1) and slight modifications thereof are used
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Figure 3.1: Overview : a) Overview of the experiment showing the depth (a.s.l.) of the events (circles) and the
location of the seismic stations (triangles). The red plane marks the top of the crystalline basement,
within which all events occurred. The colorscale indicates the recording completeness ranging from
Mc 0.7 to 1. b) Close-up of the events with the overall b-value distribution. While values range from
0.8 to 3, the colorbar is limited from 1 to 2 for a clearer visibility.
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in essentially all seismic hazard studies as it allows extrapolation from the observed smaller

events to the infrequent larger ones. Studies of micro-earthquakes on faults (Schorlemmer &

Wiemer, 2005; Wiemer & Wyss, 1997) have shown that the b-value, when mapped with high

quality data at high resolution, varies in the Earth’s crust over distances of a few kilometers

or less. These studies, combined with the analysis of regional and global focal mechanism

data (Gulia & Wiemer, 2010; Schorlemmer et al., 2005) as well as laboratory work (Amitrano,

2003; Scholz, 1968) indicate that the b-value is inversely proportional to the differential stress

σD and thus may qualitatively be used as a stress meter at depth in the Earth’s crust, where

generally no direct measurements are possible. In subduction zones (van Stiphout et al., 2009)

and volcanic systems (Wiemer & Wyss, 2002), it has been argued that high b-values are also

related to the presence of fluids. In this study we apply for the first time high-resolution b-value

mapping to induced seismicity in order to obtain information on the stress regime and possibly

the pore-pressure evolution.

Because the evolution of the induced seismicity is a highly dynamic process, we need to in-

vestigate the dataset with respect to both, time and space, and to identify the most prominent

gradients in the earthquake-size distribution. We first describe the observations and then intro-

duce a geomechanical model to explain the spatio-temporal b-value variability comparing the

remarkable match for observed and simulated seismicity (Figures 3.2, 3.3 and 3.4).

The evolution of the observed seismicity as a function of time and distance (Figure 3.2a) illus-

trates the migration of fluids away from the injection point. The b-value substantially decreases

from the co-injection period (bco = 1.57 ± 0.06) to the post-injection period (bco = 1.14 ± 0.06)

(Bachmann et al., 2011) (inset to Figure 3.2a), increasing the seismic hazard for the post-

injection phase.

We introduce a new focus-centered mapping technique to determine the three-dimensional

distribution of the b-values. The local completeness Mc is determined using the closest 150

events in space and is calculated with the maximum curvature method (Woessner & Wiemer,
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Figure 3.2: Time Evolution : a) Radial distance vs from the injection point. The inset marks the frequency-
magnitude distribution of the co- and post-injection period separately. The values are bco= 1.57 ±
0.06 (brown) and bpost = 1.14 ± 0.06 (green). b) Equivalent figure for the simulated events, we find
bmco= 1.30 ± 0.02 (brown) and bmpost = 1.08 ± 0.06. The contours represent the pressure based on
a linear diffusion model and linearly increasing wellhead pressure(Dinske & Shapiro, 2010).
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2005). Mc defines the catalogue threshold for determination of the b-value, and ranges from

Mc 0.7 – closest to the deepest borehole sensor (Haering et al., 2008) (OTTER2 at 2.2 km

distance), to Mc 1 furthest away from the sensor (Figure 3.1 a). To determine the b-value with

the maximum likelihood method (Bender, 1983; Utsu, 1999), we require at least 25 events with

M ≥ Mc in each sample. The resulting b-values range from 0.8 to 3.0 (Figure 3.1b) with a

mean standard error of σ(b) = 0.2. We observe a very systematic behavior: highest b-values

are observed close to the casing shoe, forming a toroidal (doughnut-shaped) area, and lowest

values are located at the outermost edges of the seismicity cloud. The temporal component of

this variability is shown by analysing the co- and post-injection period separately (Figure 3.3a

and b); high b-values are observed near the injection point and occur during the injection, while

areas with lower b-values are found further away from the borehole and develop after shut-in.

Large magnitude events (LME; defined in our context as events felt at the surface, i.e. events

with Mw ≥ 2.5) are located in regions with below average b-values (b ≤ 1.3). We evaluate this

by calculating the causal b-value for each event; we determine b-values based on the closest

150 events in space, preceding the event. By comparing the distribution against a random

correlation of the b-value and the magnitude, we find that it is significant at the 99.95% level to

observe five LME in regions with below average b-value.

Figure 3.3c highlights the frequency–magnitude distributions (FMD) of two nodes with signifi-

cantly different b-values: bred = 2.96±0.44 and bblue = 0.83±0.10. While the red events, close

to the injection point, are spatially very concentrated, the blue events at the rim of the seismic

cloud are sampled over a larger volume. The potential for larger events such as an Mw 3.5,

estimated solely by extrapolating the local FMD, is up to 10,000 times higher in the blue volume.

Further systematic behaviour of the seismicity is documented by analysis in one dimension, the

distance to the casing shoe, separately for the co- and post-injection period (Figure 3.4a). While

a relation between distance and b-value is not obvious for the shortest (< 200 m) distances

during the injection, we find a systematic decay of b-values in both periods beyond a distance
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Figure 3.3: b-value Distribution : a) and b), cross section along the N-S axis, with b-value distribution based on
co-injection and post-injection events, c) Frequency–magnitude distribution for two sampled areas with
a high b-value of 2.93 ± 0.40 (red) and a low b-value of 0.83 ± 0.1 (blue). d) to f) Equivalent plots to
a) to c) with the simulated events. The sample volumes in f) show b-values of 2.31 ± 0.30 (red) and
1.00 ± 0.10 (blue). The b-values range from 1 to 2 in all subplots.

68



CHAPTER 3. PORE PRESSURE AND INDUCED EARTHQUAKES

of 200 meters that also holds when considering the uncertainty in the data.
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Figure 3.4: Time and Distance : b-values against radial distance from the injection point for a) observed events
and b) simulated events. The b-value decays with distance from the injection point starting around
200 m for the data and the simulated events. Events are separated in co- and post-injection periods
(brown and green, respectively).

Based on all these observations, the first conclusion we draw is that b-values are spatially highly

variable in the induced seismicity sequence of the EGS in Basel, decreasing systematically

with time and distance from the casing shoe. The current state of knowledge on b-values of

induced sequences is that they are generally higher than normal tectonic events (Wyss, 1972).

Our analysis unravels a much more complex yet systematic pattern; values range from typical

tectonic b-values at the edges of the seismicity cloud to extremely high values near the injection

point. Our detailed spatial mapping indicates that the spatial distribution of the b-value helps to

forecast the location of felt events more accurately than possible with a bulk analysis.

To develop a geomechanical understanding of the observed systematic behaviour of the b-
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values with space and time, we simulate the induced seismicity cloud in space and time under

the hypothesis that high b-values near the injection point are a response to the pore-pressure

perturbation.

We randomly distribute potential failure points (we call them seed faults), representing pre-

stressed faults, in a two-dimensional space centered around the injection point. Each seed

fault is assigned a minimum and maximum principal stress σ3 and σ1, based on a background

stress regime according to Haering et al. (2008) and a Gaussian perturbation of 10 %. Using

a constant cohesion (7Mpa) and coefficient of friction (0.85), we can analytically calculate the

Mohr-Coulomb diagrams and thus a failure criterion for each seed fault. The density of seed

faults is a free parameter of the model and can be adjusted to match the observed amount of

seismicity. We introduce a time-dependent point pressure source at the injection point. The

pressure-time function is linearly increasing over 6 days, a simplified version of the actual injec-

tion pressure time series at Basel (Dinske & Shapiro, 2010). We propagate the pore-pressure

through the model space based on linear diffusion in a hydraulically isotropic medium with an

effective diffusivity of 0.05 m2/2. Dinske & Shapiro (2010) introduced an analytical solution to

the diffusion equation (Wang, 2000) for the case of a linearly increasing source time function.

We use their analytical solution assuming an effective source radius of 70 m, in order to reach

realistic values of the pore-pressure perturbation. The naturally occurring pore-pressure varia-

tion in the reservoir due to tides is assumed to be on the order of 2000 Pa [Evans pers. comm.],

therefore we assume that this is the minimum pressure that is required to trigger an event.

Figure 3.5a depicts the model schematically. The seed faults are represented by the points

closest to failure and are color-coded according to their respective differential stress σD. The

pore-pressure evolution with time reduces the normal stresses shifting the Mohr circles towards

the failure. An event is induced once the Mohr circle touches the failure envelope. To assign

a magnitude to an event, we exploit the observation from laboratory and natural earthquake

analysis that b-values are inversely related to σD (Amitrano, 2003; Schorlemmer et al., 2005).
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Figure 3.5: Figure 3.5: Model : a) Mohr-Coulomb plot for the 2D model. Points denote the points closes to failure
for all 300,000 seed faults. Increasing the pore pressure (∆P) shifts the potential seed to the left; an
event is triggered if the Mohr-Coulomb circle (dashed black circle) touches the failure envelope. The
arrow indicates the minimum pore pressure change needed to trigger a seed fault. The b-value and
the differential stress σD are inversely correlated, leading to an event-size for each seed fault drawn
from a power-law with the respective b-value. b) Result of one simulation of the model, a total of 3,921
seed faults were triggered. The b-values for events triggered with high ∆P (green rectangle) and low
∆P (red rectangle) are significantly different, bhighP= 1.33 ± 0.03 (green) and blowP = 1.08 ± 0.02
(red) (indicated by the FMD inset). c) and d) equivalent plots for a narrower stress range at a shallower
depth where only 532 events with a high overall b-value of 2.46 ± 0.1 are triggered.

As scaling law, we use a simple linear scaling between the observed ranges of b-values (0.8 to

3.5) and σD values of our model (20 to 150 MPa). The magnitudes are then randomly drawn

from a power-law distribution with the assigned b-value for each failure occurrence.

Using a linear diffusion model with constant hydraulic diffusivity is a strong simplification for two

reasons: (i) the opening of fractures potentially modifies the diffusivity, creating non-linearity

(Hummel & Mueller, 2009) and (ii) actual pore-pressure propagation can be highly anisotropic,

occurring preferentially along zones of weakness (Evans et al., 2005). However, the model
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serves as a first-order approximation and can, at least within 300 m of the casing shoe, ex-

plain some features of the observed seismicity well (Goertz-Allmann et al., 2011). We find that

the simulated evolution of the seismicity with time and distance (Figure 3.2b) resembles the

distribution of the observed events (Figure 3.2a).

Analysing the b-value against the distance to the injection point (Figure 3.4b) of one typical re-

alization of the model indicates that we find the same characteristics in simulated and observed

seismicity. The b-values decay with distance from the injection point and are generally higher

during the injection (inset to Figure 3.2b). The spatial distribution of the simulated events (Fig-

ure 3.3d and e) are likewise similar to the observations; values are high close to the injection

point and lower further away. However, the area of high b-values (b > 1.5) is more concentrated

around the injection point for the simulated events.

To understand the geomechanical reasons for the good match between model and observation,

we show the state-of-stress of all seed faults that were triggered in one simulation of the model

(Figure 3.5). Out of the 300,000 seed faults, 3,921 ruptured. We divide these into events

with pore-pressure changes ∆P above (red square) and below (green square) the mean value

of 8.3 MPa and determine the corresponding FMDs of the two subsets (Figure 3.5b). The

corresponding b-values are bhighP= 1.33 ± 0.03 and blowP = 1.08 ± 0.02. This can be understood

when viewing the available seeds: The subset of faults failing at high pore-pressures contains

fewer large differential stresses compared to the one at lower pore-pressures and thus less LME

are induced.

In a second application, we simulate the fluid injection at a shallower depth, where the bounds

of σ1 and σ3 are narrower (compare Fig. 4 of Haering et al. (2008)). The available seed

faults (Figure 3.5c) show a much different distribution. The narrower range of the differential

stress lead to a different distribution of the b-values. If we divide the seed faults again by those

triggered with below and above average pore-pressures, we find bhighP= 2.7 ± 0.1 and blowP =

2.38 ± 0.09. These values are less well constrained than the above ones, as only 524 seed
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faults were triggered. These much higher b-values indicate that the potential of triggering large

magnitude events is smaller within a narrower stress range and imply that LMEs are less likely

at shallower depths.

Our results suggest the following conceptual model for the scaling of the induced seismicity.

Near the borehole (0 – 200 m), the pore-pressure rapidly rises once the stimulation starts, and

numerous events are induced. These failures sample a wide range of differential stresses,

including very small σD that were originally far away from the failure criterion but still ruptured

due to the high pressure perturbation. It is these small σD values that cause a systematic bias

towards higher b-values, such that events close to the injection point exhibit a higher b-value. As

the pore-pressure front progresses, seed faults experience only a moderate increase in pore-

pressure, with correspondingly larger σDc. The differential stresses of these faults follow more

closely a typical tectonic earthquake–size distribution. Once the pumping is stopped, pore-

pressures near the well (< 200 m) decrease rapidly, and this area is then essentially devoid of

seismicity (Kaiser, 1950). Further out, pore-pressures continue to increase gradually, although

absolute values remain low. We suggest that static and dynamic stress changes caused by

the numerous earthquakes themselves will contribute to inducing (or in some cases inhibiting)

events in these regions. These stress changes also contribute in the vicinity of the injection, but

there they are negligible when compared to the pore-pressure. The observed exponential decay

of seismicity (Bachmann et al., 2011) with typical aftershock parameters is then a combination of

the continued gradual expansion of the pore-pressure front and the gradual decay of aftershock

activity caused by static and dynamic stress changes.

Based on this simple geomechanical simulation, we can also address the question of how large

future events will be and how likely they will be. Therefore, we evaluate the synthetic seismicity

cloud in time and space for a and b-values within specific time- and distance bins. For each time-

or distance bin, we can estimate the probability p of an event exceeding a certain magnitude M
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as (Wiemer, 2000)

p = 1 − e−1/x , where x = 1/(a − bM) . (3.1)

The probability for an event exceeding M 4 is shown in Figure 3.6. We choose time bins of

105 s, moving at 104 s intervals, and distance bins of 100 m, moving across distance in 10 m

increments. We compare the probability based on our synthetic event cloud with varying b-

values (white) with the probability based on an event cloud synthesized from a constant b-

value (1.2) (gray). Error bars depict the standard deviation obtained from 100 simulations. For

these estimates to be realistic, we need to expand our original two-dimenstional model to three

dimensions, in order to properly account for the volumetric expansion of the event cloud. The

probability of an LME is governed by two factors i) the overall number of events per bin (i.e., the

a value) and ii) the b-value in this bin. We find that the probability for LME increases with time

during the injection and then decays after the shut-in. A varying b-value causes a substantial

increase of the mean probability for the time period right after shut-in (Figure 3.6a), and shifts

the maximum of the probability to further distances from the injection point (Figure 3.6b). These

calculations are consistent with observations of LME during hydraulic stimulations in geothermal

systems not only in Basel (Deichmann & Giardini, 2009), but also elsewhere (Baisch et al.,

2010). Our observations and the stochastic model approach presented can form the basis for

and improved probabilistic real time forecasting system of induced seismicity in future EGS

experiments.

The observed, highly systematic distance and time evolution of the b-values in Basel calls in our

opinion for a fundamental mechanism as an explanation. The link between differential stress

and b-value is fundamental mechanism, established across a large range of scales, from the

analysis of individual rock samples in the laboratory to global seismicity. Adding this as the only

independent ingredient to our minimalistic model of induced earthquakes is sufficient to explain

the observed b-values evolution in space and time. Furthermore, the ability to explain the size
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distribution of induced events is strong additional evidence that differential stress is one of the

governing parameters that influences b-values for a wide range of tectonic settings.

We propose that our conceptual model, developed for the well-recorded induced seismicity in

the natural laboratory of the Basel EGS, is universally able to explain a wide range of obser-

vations of the earthquake-size distribution. We speculate that the same mechanism of pore-

pressure changes is responsible for other high b-values anomalies in the Earth’s crust: in af-

tershock zones near the areas of highest slip (Wiemer & Katsumata, 1999); in volcanic regions

near magma chambers (Wiemer & McNutt, 1997) and in subduction zones (van Stiphout et al.,

2009). It is worthwhile noting that in the immediate vicinity of the rupture plane of larger earth-

quakes, static and dynamic stress changes are expected to be large enough to trigger events

with a wider than usual range of differential stresses, thus contributing to higher b-values near

faults.
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Abstract

To determine the general validity of the results of Chapter 2 and 3, this chapter analyses the

seismic data recorded during an injection test in 1993 from the Enhanced Geothermal System

(EGS) in Soultz-Sous-Forêts (SSF), France. The observed magnitudes from this data range

from Mw = −2.5 to 1.4, two events with magnitude 1.4 occurred during the first injection (after

7.75 and 12.5 days). A total of 25 events with Mw ≥ 1 were recorded. Unlike in Basel, the

injections were not interrupted by a large magnitude event. During September and October

1993, a total of three injections took place: two long term injections during 15 and 5.5 days and

one short term injection over 2 days which had to be stopped due to system failure.

The analysis of the statistical parameters shows a similar overall behaviour of the Soultz-sous-

Forêts data and the Basel data. While the b-value range from Soultz is lower, the relative

pattern is similar with highest values of b close to the open hole sections and lower values

further out. Values from sequences where no fluid injection is involved are smaller than values

from stages associated with injections. This is consistent with the model proposed in Chapter 3

which implies that high pore pressures are the cause for high b values. To determine the decay

after the two longterm injections, the data is fit with the modified Omori-Utsu law. While the

decay after the second long term injection fits this law, the decay after the first injection is too

short and does not follow this law.

The ongoing seismicity of the first injection during the 1993 SSF sequence is modelled with two

approaches – the best-fitting real-time ETAS model (E5) from Chapter 2 and a model introduced

by Shapiro et al. (2010), adapted to real-time by Mena & Wiemer (2011).

This study emphasises that the findings from chapter 2 and 3 are not limited to the data recorded

during the EGS experiment in Basel. The results are more global and the methods can be

applied to other induced seismic sequences.
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4.1 Introduction

Soultz-sous-Forêts

Figure 4.1: Overview of the geological setting of Soultz-Sous-Forêts site. The site lies within the Upper Rhine
graben. The cross-section marks the granite (cross-pattern, dark grey in plan view), Mesozoic sedi-
ments (light grey) and the Oligocene and Miocene sediments (white). Figure taken from Evans et al.
(2005)

The Enhanced Geothermal System in Soultz-sous-Forêts (SSF), France has a history of over

20 years with several injection tests. By adapting the methods to describe induced seismicity

from Chapters 2 and 3 to data from this site, I aim to establish that the observations made for

the induced seismicity sequence from the EGS in Basel, Switzerland are not only characteristic

to this sequence but can be more generalised.

The geothermal study site in SSF lies within the upper Rhine graben, close to the German

border (Figure 4.1). Over the last 20 years there have been several injections into five different

boreholes (see Figure 1.4b and http://www.soultz.net/ ). The ongoing seismicity induced

by different injection test, has been widely studied (e.g. Cuenot et al., 2006; Dorbath et al., 2009;
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Evans et al., 2005). Today, three reservoirs have been developed within granite at depths of 3.5

and 5 km.

This study analyses the seismicity induced by an early injection in September and October

1993. These test were the third injections at the SSF site, but the first through openhole (Jones

et al., 1995). The well GPK1 (marked in Figure 4.1 and Figure 4.2) had been drilled down

to 2000m before and was extended down to 3600m in 1992; the casing shoe is at 2580m

depth. During the two months of this injection test, three different parts of the GPK1 well were

stimulated. A total of about 18,000 microseismic events were induced, of which 12246 were

located (Evans et al., 2005)

4.2 Data

4.2.1 Seismic Network

The seismic network consists of three down hole stations, installed in abandoned oil wells at

depths of 1400 to 1600m (Baria et al., 1995; Jones et al., 1995). The location of the seismic

stations is marked by numbers in Figure 4.2.

4.2.2 Injections

The seismicity can be divided into six stages, three are associated with fluid injections and three

are intermediate or post-injection periods (Figure 4.4).

September Injection

The September injection started on September 2 1993 and lasted for 15 days, during which

approximately 25,300 m3 of water was injected into the open hole section from 2850 to 3400m.
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Figure 4.2: Map showing the region of the Soultz-Sous-Forêts Site with the closest settlements. GPK1, EPS1 and
GPK2 denote three wells. the numbered wells are abandoned oil wells, hosting the seismic network.
Figure taken from Evans et al. (2005)

The openhole part from 3400 to 3600m was filled with sand during this injection. The injection

rate was increased stepwise from 0.15 l/s to a maximum of 40 l/s (see Figure 4.3a). During

these 15 days, a maximum well-head pressure of 10 MPa was reached (Figure 4.3b) and ap-

proximately 9,500 events were induced (Figures 4.3c and 4.4a). The time evolution (Figure

4.5a) of the events in this stage indicates that they evolve away from the borehole. The distance

to the casing shoe increases to up to 800m during this 15 days. The injection was followed by

a day of shut in and two days of venting. A total of 1,200 m3 of fluid was vented.

Following this injection, there was a test to stimulate a main fracture zone at 3485 m depth. The

borehole was sealed with a double packer and water was first injected at 3.5 l/s and then at 6

l/s during which the packer failed and the test was abandoned. Only around 70 events were

induced during this test (Figure 4.4c). They are all concentrated around the injection point.
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Figure 4.3: Injection rate, wellhead pressure and observed seismicity rate during the 1993 injection test at the
SSF site. The colours of the seismicity correspond to the six different stages of the seismicity asso-
ciated with the six different co-injection and post-injection periods (compare Figure 4.4). Holes in the
seismicity rate indicate three different periods (4.75d, 9.2d and 10d) where no data was recorded due
to technical difficulties.

October Injection

In October, the previously sanded part of the borehole below 3400 m was washed out and water

was injected in the entire open hole section from 2850 m to 3600m. The injection lasted four

days, and was increased from 41 l/s to 50 l/s after three days, leading to a total of 12,000 m3

of fluid. The well-head pressure once again reached around 10MPa. The seismicity is first

concentrated around the newly open section and then spreads to previously stimulated zones

(Figure 4.4e). The time evolution of the events highlights this as well (Figure 4.5b), the events

occur first within 300m distance from the newly opened part of the borehole at 3400m depth
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Figure 4.4: Illustration of the seismicity during the six different stages. a) First injection in the open hole section
from 2850 to 3400m, during first 15 days, b) decay after the first injection from 15 days up to 29 days,
c) injection into a fracture zone at 3485 depth for two days, during which the borehole was sealed with
a double-packer above and below 3845 m depth d) decay after the double-packer injection from 32 up
to 39 days, e) third large scale injection from 2850m down to the bottom of the borehole at 3600m, f)
decay after the last injection. The borehole is marked in black in all panels, the respective open hole
sections in red. The colours of the seismicity corresponds to the colours in Figure 4.3.
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Figure 4.5: Time versus distance for the two main injections and their post-injection events. For a) the distance
against the casing shoe at 2850 m depth is measured, for b) the distance from the newly open part
of the borehole at 3400m is measured. While there is a typical increase with distance for the first
injection, the seismicity is concentrated in the previously unstimulated part for the third injection. The
colours correspond to Figures 4.4 and 4.3

and only spread further away after three days.

Intermediate Seismicity

The seismicity occurring in between and after the injections is much sparser (Figure 4.4b, d and

e). There are only 660, 22 and 484 events between and after the injections, respectively.
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Figure 4.6: Statistical parameters of the seismic sequence with time for a) completeness magnitude and b) b-value
with one standard deviation.

4.3 Analysis of the SSF Sequence

4.3.1 Statistical parameters of the SSF sequence

Completeness and overall b-values

As a first step, I analyse the overall statistical parameters of the seismic sequence from SSF.

The magnitude of completeness (Mc), determined with the maximum curvature method (Wiemer

& Wyss, 2000; Woessner & Wiemer, 2005) in overlapping time bins of 200 events, varies highly

with time (green line in Figure 4.6a). The completeness varies from values of Mc = -1.7 ±

0.11 to Mc = -1.0 ± 0.12 over time. A conservative assumption of the overall magnitude of

completeness is therefore Mc = -1, which will be used in the subsequent analysis of the data.
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To estimate the changes in the earthquake size distribution over time, I estimate the variation of

the b-value of the Gutenberg-Richter law (Gutenberg & Richter, 1942) over time. This is done

equivalent to the completeness estimation in overlapping time bins of 200 events (red line Figure

4.6b). The values of b vary from 0.83 ± 0.12 to 1.2 ± 0.09. The largest variations are found in

during the first injection, where b varies from 1 to 1.2. The changes of b can also be analysed

for the six different stages separately. The overall completeness Mc= -1 leads to insufficient

events to determine a significant b value for the third and the forth stage. The b values of

the remaining four stages are substantially different (Figure 4.7). While the differences in the

b-values are not as pronounced as in Chapter 2 and 3, the values for stages related to fluid

injections are substantially higher than b-values values associated with intermediate seismicity

(Figure 4.7).
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Figure 4.7: Frequency–magnitude distributions for four out of six stages (see Figure 4.4). While the first (blue)
and the fifth (purple) stage are associated with fluid injections, the second (red) and the sixth (brown)
stage show the decay after the two longterm injections. Values of b associated with fluid injections are
substantially higher.
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Three dimensional b value distribution

To determine the three dimensional distribution of the b-values, one first has to determine the

local completeness. As above, this done with the maximum curvature method (Wiemer & Wyss,

2000; Woessner & Wiemer, 2005). Equivalent to Chapter 3, the 150 nearest events at each

earthquake location are sampled to determine the completeness. This estimate varies from

Mc = -2.1 to -0.7, with the largest variations over depth. The deepest borehole seismometer

is installed at 1600m depth, more than 400m above the shallowest seismicity. This can in part

explain this large gradient.
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Figure 4.8: Three dimensional b-value distribution for four out of the six stages (see Figure 4.4). Stages 1 and 5
are associated with fluid injections, stages 2 and 6 show the decaying seismicity after the injections.
Higher b-value are found during the injections, close to the openhole sections. Lower values are found
further out, from the decaying sequences. The three dimensional distribution of stage 1 is shown in
more detail in Figure 4.9.

To determine a b-value, at least 25 events above the local completeness are required at each
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node. As before, the seismicity is too sparse during the third and the fourth stage. Therefore the

b-value distribution is only determined for six stages (Figure 4.8). The values of b, determined

with the maximum likelihood method (Aki, 1965; Bender, 1983; Utsu, 1999), vary from 0.6 to

1.4 for all four stages.
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Figure 4.9: Three dimensional b-value distribution of the first stage, divided into areas with b ≥ 1.2 and b ≤ 0.9,
shown as cross section (a, b) and mapview (c, d). The cross sections highlight that higher b-values
are found closer to the injection point and lower values further out. The mapview emphasises the
extension of the areas with high, respectively low b-values. Lower b-values are found further out than
higher values.

The b-values show a similar pattern as in Chapter 3 (compare Figure 3.3) with higher values

close to openhole sections and in stages related to fluid injections, and lower values further out

and in stages without active injection. During the first stage, over 9,000 events were recorded,

which leads to a highly overlapping three-dimensional view where the patterns are not easily

differentiated. Dividing the b-values in b ≥ 1.2 and b ≤ 0.9 allows one to analyse the patterns in
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Figure 4.10: Comparison of the frequency–magnitude distribution (FMD) of the SSF and the Basel sequence. As
the magnitude definitions are substantially different, a direct comparison between both FMDs is not
possible.

more detail (Figure 4.9). This partition highlights the above stated observations: high b-values

are concentrated near the open hole section (red in Figure 4.9) and lower values are found

further away (blue in Figure 4.9). The mapview emphasises that the extension of the area with

lower b-values is larger than the area with smaller values (Figure 4.9c and d).

Chapter 3, introduced the relations between the pore pressure diffusion and the b-value distri-

butions. Large changes in the pore pressure lead to a relative excess of smaller events and

thus to high b-values. The highest pore pressures are generally observed close to the open

hole section and along the paths of preferred fluid flow. I therefore conclude that mapping the

b-value distribution for the SSF site helps to improve the understanding of the created reservoir.

Comparing the b-values found in this study with the values from Chapter 3, shows that the

range is substantially smaller in this study; b = 0.5 – 2, compared to b = 0.8 – 3. In addition, the

recorded magnitude ranges differ considerably; while the magnitudes from SSF range from Mw =

-2.5 to 1.4, Basel shows events from Mw = 0.1 to 3.1. The frequency–magnitude distributions
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(FMD) of these two data sets are highly different (Figure 4.10)

Since the magnitude definitions of the two sequences are substantially different, it is not possible

to directly compare both values. This indicates that one has to know that magnitude definitions

of two regions are similar before comparing absolute b-values. If they are too different, it is

preferable to only examine relative changes.

Fitting the decay of two stages

To determine whether the decay of the seismicity in the intermediate stages can be described

similar as the decay of the Basel sequence, I fit the modified Omori-Utsu law (Ogata, 1999;

Utsu, 1961) to the stages after the two long term injections (Stage 2 and 6). The modified

Omori-Utsu law normally describes the rates of aftershock sequences:

λ(t, Mc) =
k (Mc)

(t + c)p
(4.1)

where t is the time elapsed after the main shock, c and p are empirical parameters, character-

istic for a specific sequence, and k (Mc) is a function of the number of events with magnitudes

above the completeness magnitude Mc.

While the time between the first injection and the double packer injection is relatively short

and does not show a decay following equation 4.1, the decay after the last injection follows

the modified Omori-Utsu law (Figure 4.11). The decay after the last injection passes the two-

sample Kolmogorov-Smirnov (Conover, 1972; Woessner et al., 2004) test. This test, determines

whether the cumulative rate of the data and the fitted Omori-Utsu law belong to the same distri-

bution; it is not rejected at the significance level of 0.05.
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Figure 4.11: Decay after the two major injections; a) from 15.4 to 29.2 day and b) after 43.9 days. The decay
between the first injection and the double packer injection (a) can not be fit with the modified Omori-
Utsu law, however the decay after no additional injections follow (b) can be well fit with this law.

4.3.2 Forecasting of the seismicity rate

4.3.2.1 ETAS and Shapiro Model

The ongoing seismicity of the SSF sequence is forecast with two models: the best-fitting real-

time model from Chapter 2 – i.e. an epidemic type aftershock (ETAS) model with additional
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information about the injection rate – and a model introduced by Shapiro et al. (2010). The later

model has been adapted to real-time updating by Mena & Wiemer (2011).

According to the ETAS model by Ogata (1988), the rate of aftershocks induced by an event

occurring at time t with magnitude Mt is given as:

λi (t) =
K

(c + t − ti )p
10α(Mi−Mmin) (4.2)

for time t > ti . The parameters c and p are empirical parameters and K and α describe the

productivity of the sequence. The total occurrence rate is the sum of the rate of all preceding

earthquakes and a constant background rate λ0:

λ(t) = λ0 +
∑

[i :t<ti ]

λi (t) (4.3)

The best-fitting real-time model in Chapter 2 included the applied injection rate Fr in the forc-

ing term. According to Shapiro & Dinske (2009), the fluid-triggered event rate is modelled as

proportional to the injection rate. The background rate then becomes:

λ0(t) = µ + cf × Fr (t) (4.4)

with cf and µ being free parameters.

Shapiro et al. (2010) introduce a model where the number of events is linked to the the injected

fluid volume Qc:

log NM(t) = log Qc(t) − bM + Σ (4.5)

where M is the magnitude, b is the b-value of the frequency–magnitude distribution (Gutenberg

& Richter, 1942) and Σ is the seismogenic index. The seismogenic index can be derived by
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using the seismicity rate and the fluid injection rate from equation 4.5:

Σ = log NM(t) − log Qc(t) + bM (4.6)

Both models are updated according to Chapter 2, with increasing time windows of six hour

lengths. The parameters determined for bin ti are used to forecast seismicity for bin ti+1, where

the forecast bin has a length of six hours. Chapter 2 evaluates several approaches to determine

the best set of parameters (compare table 2.1), as a starting point I determine the fit of the SSF

sequence with the best-fitting real-time model (E5). Mena & Wiemer (2011) similarly examine

different approaches for the fit of the parameters for the model by Shapiro et al. (2010); analogue

to above, the their real-time model that updates the seismogenic index Σ and the b-value for

each bin (called SR in Mena & Wiemer (2011)) is used here.

The model by Shapiro et al. (2010) depends on the injection rate; when the rate is zero, no

events are forecast. To be able to compare the performance of the two models, the analysed

period is therefore limited to the first injection test, i.e. the first 15.25 days of the sequence

(Figure 4.12).

The start of the first bin coincides with the occurrence of the first event on 16.09.1993, 4.23pm.

The first two bins show zero observed events, as no events above the completeness magnitude

Mc = -1 are observed.

4.3.2.2 Performance Evaluation

According to Chapter 2, the performance of the two models is evaluated with the N(umber)-test

(Lombardi & Marzocchi, 2010; Werner et al., 2010; Woessner et al., 2011) and the L(ikelihood)-

test (Schorlemmer et al., 2007, 2010). The N-test compares the total number of observed earth-

quakes with the forecast rates and indicates whether too few or too many events are forecast.

The daily rejection ratio RN (Table 4.1) indicates the fraction of bins that are rejected according
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Figure 4.12: Modelling results of the SSF sequence for Shapiro’s model (pink) and the ETAS E5 model (green),
the observed data is indicated in black. Technical difficulties led to data gaps at 4.75 and 10 days,
which are shown as bins with 0 observed events.

to this test. The L-test evaluates whether the forecast number of events and the distribution in

the magnitude bins is consistent with the observation, again assuming the entire volume as one

spatial bin. For each magnitude bin I compute the log-likelihoods and sum this to a joint log-

likelihood of the forecast. To verify that the joint log-likelihood is consistent with what is expected

if the model is correct, I simulate 10,000 synthetic catalogues consistent with the forecast model

and compute their log-likelihood values. This distribution of likelihood values is then compared

with the observed log-likelihood. The quantile score γ then measures the amount of simulated

log-likelihood values that are smaller than the observed log-likelihood. This test is one-sided

and rejects a model if γ < 0.025, which implies that the observed log-likelihood is much smaller

than would be expected if the model is true. According to the N-Test, the daily rejection ratio RL

is defined as fraction of test bins that do not pass the L-test.
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Name Type RN RL Joint Log Likelihood

SR Shapiro 0.60 0.55 -1505.40 [-658.22]
E5 ETAS 0.82 0.84 -1865.79 [-1853.54]

Table 4.1: Quantitative evaluation of model forecasts: Model name, model type, fraction of rejected time bin in
N-Test, fraction of rejected time bins in L-Test, and joint log-likelihood of the each model. The joint log
likelihoods in the brackets indicate the corrected values, where bins containing no data are excluded.

While the visual fit of the SR model in Figure 4.12 is good, the joint log likelihood (JLL) is

relatively low. The first bin uses the generic value of Σ = 0.5, introduced by Mena & Wiemer

(2011), this leads to an overpreditions of the rates in this bin (Figure 4.12). Additionally, technical

difficulties lead to data gaps for several bins (Figure 4.12 at 4.75 and 10 days). As the forecast

of the SR model highly depends on the injection rate, the lack of information about the injection

rates in this bin leads to a forecast value close to zero. The corrected JLL value, that excludes

these three bins is indicated in the brackets in Table 4.1, the value is significantly higher.

As already observed in Figure 4.12, table 4.1 indicates that the performance of the ETAS model

E5 is poorer than the Shapiro model. The ETAS model under predicts the rates in most bins,

which leads to only around 20 % of the bins being accepted by both tests. The generic starting

values of the ETAS model lead to a better fit for the first bin than the generic value of the SR bin

and the data gaps do not have high influence on the performance of the E5 model, removing

these bins therefore does not have an influence on the JLL (in brackets in Table 4.1). However,

the overall performance of the ETAS model is poorer than Shapiro’s model.

Comparing Table 4.1 with Table 2.2 from Chapter 2 indicates that the overall fit of the two models

to the SSF sequence is worse than for the Basel sequence. While the best-fitting model E5 has

a rejection rate RL of only 0.15 for the Basel data, the lowest RL for the models in this chapter is

0.52.
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4.3.2.3 Hazard Integration

Similar to Chapter 2, I translate the rates forecast for the SSF sequences in to probabilities of

exceeding EMS intensities, using standard procedures introduced originally by Cornell (1968).

Hazard is the result of a combination of seismic rates, their frequency–size distribution and

the Ground Motion Prediction Equation (GMPE) and its uncertainty. A direct comparison with

the maximum hazard of the Basel sequence (blue in Figure 4.13) indicates that the maximum

hazard of the SSF sequence (red) is much lower.
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Figure 4.13: Hazard curves based on model SR. Probabilities of exceeding EMS Intensities I to X for the maximum
observed values for Basel (blue) and the Soultz-sous-Forêts sequence (red).

4.3.3 Seismogenic Index

An important parameter of Shapiro’s model is the seismogenic index Σ (Equation 4.6). Shapiro

et al. (2010) compare Σ for different sites and conclude that the Basel data showed one of the

highest values of Σ. Figure 4.14 indicates the time-evolution of the seismogenic index for Basel

and for two injections of the SSF sequence. The first index is 0.5 for all sequences, as Mena &
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Figure 4.14: Evolution of seismogenic index Σ with time for a) Basel, b) the first injection in SSF and c) the third
injection in SSF. The respective shut in is indicated in all three panels. The starting value is 0.5 for all
three sequences.

Wiemer (2011) choose that as a generic starting value. The seismogenic index for Basel first

increases and then stays constant around a value of 0.25; with a mean ΣBasel = 0.25 ± 0.08.

For the first injection of the SSF sequence (Fig. 4.14b), the seismogenic index is significantly

smaller at around -2. Ignoring the first bin with Σ = 0.5 leads to ΣSSF1 = −2.08±0.25. The third

injection of the SSF sequence shows even smaller values of Σ, ΣSSF2 = −3.54 ± 0.54 (again

by ignoring the first bin).

Shapiro et al. (2010) compare the seismogenic index for different regions and find lower values

for hydrocarbon reservoirs than for geothermal reservoirs (compare Figure 3 in Shapiro et al.
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(2010)). The highest values they find are found of the Basel sequence for which they find

Σ = 0.2 ± 0.7. The values of the SSF sequence I find here are in the lower range of the

geothermal reservoirs, along with values found for the Ogachi (Kaieda et al., 1993) and Paradox

Valley (Ake et al., 2005) geothermal reservoirs.

4.4 Conclusions

Adapting the methods developed in Chapters 2 and 3 to the seismic sequence of one injection

test in Soultz-Sous-Forêts helps to emphasise their general validity and affirms that they are not

characteristic to the Basel sequence alone.

Even though the seismicity from the SSF sequence is more complex, as it was induced through

several injections at different depths, the spatio-temporal distribution of the b-values resembles

the one of the Basel sequence. Higher values are found near the open hole section and lower

values further away and later into the sequence. This affirms that the model developed in

Chapter 3, linking the pore pressure evolution to the spatial distribution of the the b-values, can

be used to describe other induced seismicity sequences.

To forecast the ongoing seismicity of the first injection in 1993, I start by using two different

approaches; the best-fitting real-time model of Chapter 2 and a model introduced by Shapiro

et al. (2010). Expanding the dataset that these models have been tested on is an important

step towards Induced Seismic Hazard Assessment (ISHA). More sequences have to be tested

and possibly more models should be integrated. Their respective performances is an essential

input for any weighting of the models. Only this can lead to a successful development of a

probability-based alarm system for future EGS projects.

The seismogenic index of the SSF sequence indicates that the activity during this sequence was

significantly lower than during the Basel sequence. Additionally, the probabilities of exceeding

EMS intensities I to X are also significantly lower as well. These two results both indicate that
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the 1993 injection at the SSF was more suited for a successful EGS project. However, more

recent injections at the SSF site showed larger magnitude events, which also were felt by the

population (Cuenot et al., 2010). The seismicity induced by these injections remains to be

analysed with the methods introduced here.
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Abstract

The analysis of the completeness magnitude of a seismic dataset is crucial for all subsequent

analysis of the data. We analyse here an approach introduced by Schorlemmer and Woessner

that determines the completeness as a function of the performance of the seismic network and

its stations – the probability-based magnitude of completeness (PMC) method. We analyse

different aspects of this method with the example of the Northern Californian Seismic Net-

work (NCSN). The influence off an independent subnetwork on the completeness estimate, is

examined with the example of a subnetwork monitoring the Geysers geothermal field. This

subnetwork operates with under its own triggering conditions, but feeds its data into the NCSN.

To analyse the effect of spurious probabilities from single stations, we introduce a threshold

that determines the minimum contribution on the completeness estimate of each station. This

threshold affirms that no stations with negligible probabilities are included in the calculation. As

the real value of the completeness can not be known, we present here our choice of parameters

towards the most reliable value. We present three different maps, based on the parameters of

our choice, for the NCSN, 1) the probability-based magnitude of completeness, 2) the probabil-

ity to record magnitude M1 and 3) M3 events. We estimate that no magnitude M3 event should

be missed within the authoritative region of the NCSN.

5.1 Introduction

The Probabilistic Magnitude of Completeness (PMC) method was introduced by Schorlemmer

& Woessner (2008) as a novel approach to assess and map the monitoring capability of seismic

networks in space and time based on the performance of each station in the network. Knowl-

edge on the completeness reporting is a critical input parameters for many seismological and

hazard related studies (e.g. Wiemer et al., 2009). One of the base motivations to introduce a
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new method was to step away from the dependence of a finally produced earthquake catalogue

of a network and to use the originally recorded, empirical data. With the latter, the space–time

complexity can be addressed in more detail; however, being able to resolve more details also

requires a more complex model and PMC in this case is dependent on the interplay of the net-

work configuration and the capability of each station in the network to detect an event. In this

paper we primarily attempt to resolve how this capability influences the products of the PMC

method: the probability of detecting an event and its derivative, the probability-based magnitude

of completeness.

PMC exploits recorded empirical data, in contrast to earthquake sample based methods. Thus,

it makes use of the data at hand of a seismic network: The presence or absence of picks for a

seismic station is evaluated at each station. This results in a matrix that describes the proba-

bility of detecting an event PD(M, L) of magnitude M at distance L at a particular station. Once

this process is completed for all stations, the method allows to estimate detection probabilities

PE(M,~x , t) for a given magnitude M and in addition the probability-based magnitude of com-

pleteness MP(~x , t) for a given probability threshold at location ~x for the time t. Both, PE and its

derivative MP, are computed for a minimum of N stations, depending on the network triggering

conditions. The probabilities are derived by summing the contributions of all probability station-

matrices for the respective magnitude and distance bins. As a final result, a space–time model

of the probability-based magnitude of completeness at any pre-defined probability level P can

be defined (Schorlemmer & Woessner, 2008).

PMC, while more resource demanding than classical approaches to estimate the complete-

ness magnitude Mc from earthquake sample based on the assumption of a power-law scaling

of magnitudes (e.g. Amorese, 2007; Mignan et al., 2011; Wiemer & Wyss, 2000; Woessner &

Wiemer, 2005), is a very attractive and elegant approach, which was highlighted also as a BSSA

publication. The PMC method has already been applied to various seismic networks world-

wide: the Southern Californian Seismic Network (SCSN) (Schorlemmer & Woessner, 2008),
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the Swiss Seismic Network (SSN) (Nanjo et al., 2010), the network of the Japan Meteorological

Agency (JMA) (Nanjo et al., 2008), the Italian National Seismic Network operated by the Istituto

Nazionale di Geofisica e Vulcanologia, Rome, Italy (Schorlemmer et al., 2010), the network of

the Istituto Nazionale di Oceanografia e Geofisica Sperimentale in Trieste, Italy (Gentili et al.,

2011), and the network of the Mponeng gold mine in Carletonville, South Africa, operated by

the Japanese-German Underground Acoustic Emission Research in South Africa (JAGUARS)

project (Plenkers et al., in revision). Various aspects of the method were addressed in these

studies, e. g. comparison with earthquake sample based methods, implementation as a net-

work planning tool, scenario computations for network outages, estimation of the number of

undetected events, and definition of areas for testing prospective earthquake forecasts. For

these applications, also time histories of probability-based magnitude of completeness maps

were computed; results of these ongoing activities are presented at the dedicated web-site

(www.completenessweb.org) together with software packages.

The major advantages of the PMC method are that the completeness estimate is independent

of an assumption on power-law scaling of the magnitude–frequency distribution, that the model

can be well extrapolated into regions of low or no seismicity, and that it allows for scenario anal-

ysis such as network planning. The probability-based magnitude of completeness MP defines

completeness at a point in space and time while the traditional, Gutenberg-Richter based, meth-

ods of estimating magnitude of completeness Mc define completeness for a spatio-temporal

volume. Therefore, the values of both methods are not directly comparable; however, the PMC

method can also be used to create completeness estimates for spatio-temporal volumes (Nanjo

et al., 2010).

While many successful applications of PMC have been presented, some basic methodological

aspects yet have not been entirely investigated. In this study we address the question how

many stations are necessary to be included in the computation of PE (M,~x , t) and which criteria

on the station detection probabilities may have to be used to limit the number of stations. In
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simple words one could ask: Does a station located more than e.g. 100km from an M 1.5 type

event need to be considered to compute earthquake detection probabilities? If so, would this

station still be relevant for the estimating the completeness level? In terms of the approach,

the question is more properly stated as follows: What is the lowest probability level for a station

detection probability PD that is still substantial and reliable to be used in the computation of

event detection probabilities and how is it affected by internal smoothing procedures?

We address these questions by introducing a cut-off threshold value parameter, pt , of incre-

mental probabilities. This parameter emerges as a hidden parameter in the PMC approach,

unravelled in this study targeted to the Northern Californian Seismic Network (NCSN), but also

from investigating large networks like the JMA network, (Schorlemmer, 2009). For the latter,

Schorlemmer (2009) limited for each point in space and time the set of stations to Nmax stations

that have the highest detection probabilities. This maximum number was used unconditionally

and was previously estimated in sensitivity tests. However, by ordering the stations by their de-

tection probabilities, one can choose a suitable incremental probability cut-off threshold pt . As a

consequence, the probability-based magnitude becomes a function of the probability threshold

P and the cut-off threshold pt . As will be shown, choosing these values results in a trade-off

between the two parameters levelled by users confidence – up-to-date, it remains a subjective

choice with no real optimisation procedure available, as the true MP is not known. This situation

is well known for other highly relevant problems in seismology: for example, the earthquake

location problem always suffers from not knowing the true velocity structure which in general

leads to at least slightly erroneous locations (Wang et al., 2010). A fortunate side effect of limit-

ing the amount of contributing stations with the above outlined approach is to effectively reduce

computation times.

A second topic we address here is the influence of subnetworks on the entire network detection

capabilities that do not follow the same triggering conditions as the main network. This is crucial

for large networks collecting data also from smaller, more targeted networks. We apply the
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PMC method to the Northern Californian Seismic Network (NCSN). This network includes more

than 500 stations and requires five stations to trigger any event. The NCSN is a perfect target

network for this study not only because of its large amount of stations but also for investigating

the effect of subnetworks. We have to distinguish between two types of subnetworks:

Integrated subnetworks feed their data directly to the main operating centre where triggering

and locating is based on all incoming data streams. For the operating centre, stations of

such a subnetwork do not differ from stations of the main network, they are only operated

and maintained by a different institution. Therefore, integrated subnetworks simply pro-

vide real-time station data of their stations to the main network, essentially becoming part

of the main network. Schorlemmer & Woessner (2008) showed how strong the influence

of the Anza subnetwork on the recording completeness of the SCSN in the Anza area is

and how it complements the main network in this area.

Independent subnetworks run their triggering algorithm and locate events using only their

stations and subsequently feed the catalogue of located earthquakes to the operational

centre of the main network. Thus, these networks may record data under different trig-

gering conditions than the main network, adapted to the needs of their region and often

ignoring events outside the core region of the subnetwork. Such networks need to be

considered completely separate from the main network; only the earthquake catalogue

of the main network is becoming a composite catalogue, containing events from different

networks.

We show how data of independent subnetworks can influence the recording probabilities of

single stations and that the data of these subnetworks have to be removed prior to the analysis.
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5.2 Data

All data used in this study are provided by the Northern California Seismic Network (NCSN).

The NCSN combines data from several subnetworks from which we only use the integrated

networks in the period 1 January 2008 to 1 January 2011. This results in a total number of 503

stations that were in operation during this period and that recorded at least one event. Table

5.1 lists all subnetworks and their respective number of stations that were used in our analysis.

The NCSN comprises several independent subnetworks which do not need to be considered

in completeness assessments. These are mainly local, temporary, or borehole networks. To

show the effects of earthquake data coming from independent subnetworks on the detection

probabilities of the stations in the main network, we analyse here the Calpine/Lawrence Berke-

ley Labs (BG) seismic network which is installed to monitor the Geysers Geothermal Field. The

location of all stations are marked with triangles in Figure 5.1, the inset marks the independent

BG network.

Network code Network name No. of stations

NC Northern California Seismic Network 351 (374)
Integrated subnetworks

BP Parkfield High Resolution Seismic Network 12 (13)
BK Berkeley Digital Seismic Network 42 (46)
NN UNR Broadband Network 55 (85)
PG Pacific Gas and Electric Seismic Network 23 (29)
WR California Water Resources 17 (23)

Independent subnetworks
BG Calpine/Lawrence Berkeley Labs Seismic Network 25 (25)

Table 5.1: Networks of the Northern California Seismic Network that we used in this analysis. The third column
indicates the number of stations that were in operation on 1 January 2011 and that recorded at least one
event during our study period. In brackets we report the number of stations that were in operation during
the study period from 1 January 2008 to 1 January 2011 and that recorded at least one event. Detailed
information about the networks is available online at http://www.ncedc.org/ncedc/station.info.html.

During the study period, the NCSN and its subnetworks recorded 71816 events; they are
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Figure 5.1: Events recorded by the Northern Californian Seismic network (white circle, sizes are scaled by mag-
nitude), stations are marked with yellow triangles. The inset (location marked in grey) indicates the
stations of the independent subnetwork BG and the events recorded by this network.
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marked as white circles in Figure 5.1. The NCSN uses the local magnitude definition ML by

Eaton (1992), leading to magnitudes ranging from ML= 0 to 6.5. To initiate the location proce-

dures, P-phases on at least five stations have to be recorded.

The BG network is an independent network and is designed to only record events within the

Geysers geothermal field. Events outside this field are generally removed either automatically

or manually, as the locations are not reliable. However, some events remain outside the field

recorded by this network. We manually remove events detected in the target region of this net-

work as follows: From the latitude and longitude distribution of the located events, we determine

the mean and standard deviation, then we remove all events that fall within the latitudes 38.81N

± 0.09 and longitudes 122.78W ± 0.1, an amount of 27515 events. The removed events are

marked in the inset in Figure 5.1. They account for approximately 30% of the whole activity in

Northern California and are substantially smaller than events recorded by the NC and its inte-

grated subnetworks; 71% with M ≤ 1 compared to 54% M ≤ 1. Removing the events of the

BG network leads to 44301 events that will be used in the subsequent analysis.

5.3 Method

Other than traditional methods to determine catalogue completeness, which assume that earth-

quake samples follow the Gutenberg-Richter distribution (Gutenberg & Richter, 1942), the method

of Schorlemmer & Woessner (2008) is based on empirical data alone. The method requires 1)

the station metadata, such as the location and the active time, 2) phase picks of each event with

the information which station recorded the event and 3) the magnitude–distance attenuation re-

lation of the network.

The analysis itself consist of two basic steps; a) derivation of station detection probabilities

PD(M, L) and b) computation of either the probability of detection an event PE(M,~x , t, pt ) or the

probability-based completeness magnitude MP(p,~x , t, pt ) at a given point in space and time.
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For the derivation (a), we need to define a period for which the recording chain did not change.

Such changes may include an alteration of the network triggering condition or changes in the

magnitude definition. A trade-off exists between homogeneity and amount of data: longer peri-

ods lead to a larger dataset, but this is likely to be less homogeneous; shorter periods assure

homogeneity but reduce the amount of data to derive detection probabilities. We import the

station metadata; which includes the operation time, the station location and the subnetwork to

which it belongs. The station operation time should at least partly fall within the chosen study

period and the station has to be involved in triggering the automatic location as outlined above.

Next, we import the P-phase information of each event, containing the information about which

stations recorded the event together with its location and time. For this step, it is important to

have accurate information about station down-times, as an event will be assigned as missed by

the station if the station has not been recorded as offline. According to Schorlemmer & Woess-

ner (2008), we then calculate the station detection probability PD(M, L) to detect an earthquake

with a certain station at a given magnitude-distance combination.

The derivation (b) generates two primary outputs: (1) maps of the detection probability PE

(M,~x , t, pt) for magnitude M(~x , t) at each location and time and (2) maps of the probability-based

magnitude of completeness MP(P, pt ,~x , t) for a selected probability threshold P. Both maps are

calculated using basic combinatorics. The NCEDC triggers an event after five stations record

a signal. To determine the probability PE(M,~x , t) that five stations or more record an event with

magnitude M at the location ~x at time t, we calculate 1 minus the probability that either 0, 1,

2, 3 or 4 stations have triggered the event. This means sampling 0, 1, 2, 3 or 4 stations out

of the total number of stations with a probability to record M at location ~x higher than 0. The

possible amount of combinations is equal to the sum of the binomial coefficients C(n,k) where

n is the number of involved stations and k is 0 to 4. Figure 5.2 illustrates the increasing number

of possible combinations with the increasing number of involved stations. It also highlights

the difference if either four or five stations are involved in the triggering. The difference in
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Figure 5.2: Sum of binomial coefficients C(n,k), where n is the number of involved stations and k is 0 to 3 for four
station triggering and 0 to 4 for five station triggering. The difference in possible combinations for four
stations and five stations triggering increases exponentially.

the possible combinations increases exponentially with the number of involved stations and is

a factor of 100 higher for five station triggering when the maximum possible number of 503

stations are used.

We now introduce a different way of the sampling for the synthesis: First we sort all stations by

their detection probabilities in descending order. During each completeness-magnitude com-

putation, we calculate the contribution ∆p of each station from the sorted list to the resulting

detection probability PE of the network. If the contribution of a stations falls below the predefined

threshold pt , we stop the computation. No additional stations are then considered to calculate

the resulting completeness magnitude MP . Setting this threshold to very small values prevents

from including stations with insignificant detection probabilities in the computation; at pt = 0,

all stations are used resembling the original approach. The larger pt , the fewer stations will be

considered.
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Figure 5.3: Increase of the probability to detect an event of magnitude M 1 and 2 with increasing station numbers:
1) sorted by distance (red) and 2) sorted by probabilities (green). The arrows indicate the increase in
the combined probability ∆p for two cases.

As a visual reasoning for the new method, we display the difference of the two approaches when

either selecting according to distance or according to probabilities for an arbitrarily chosen loca-

tion and two magnitudes M=1 and M=2 from our study region. We plot the detection probability

PE at this location (x,y) as a function of increasing number of contributing stations (Figure 5.3).

While the curves increase monotonically for the probability-sorted approach (green lines), the

probabilities increase in jumps for the distance-sorted case (red lines). The two approaches

converge to the same probability level for M=2 after 50 contributing stations, however, it takes

over 120 stations for M=1 until both converge (see inset in Figure 5.3).

For the probability-sorted approach, the first five stations have probabilities of P(M = 2,~x) =

[ 0.90 | 0.81 | 0.80 | 0.70 | 0.64 ] leading to the combined probability of PE = 0.26. The sixth

station has P(M,~x ) = 0.60, leading to PE = 0.51, thus adding ∆p = 0.25 (black arrow in Figure

5.3) to the detection probability PE . The eleventh station in the example shown in Figure 5.3

has P(M,~x ) = 0.40, the increase in PE however is only ∆p = 0.01, leading to PE = 0.97. We
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do not increase the station number if ∆p < pt . By comparing this process with the increase

in the distance-sorted case (red curves in Fig. 5.3), we see that the probability PE would first

of all be reached much later and a criteria would be impossible to define as ∆P is not at all

a function of the number of stations in this case. Figure 5.3 thus highlights that the proposed

sorting approach optimises the computation and enables to define pt .

5.4 Results

5.4.1 Station detection sensitivity distribution

Determining the detection probability PE depends on the specific magnitude of the event and

the location in the study area. To visualise the magnitude sensitivity of this step, we illustrate the

probability of detecting an event with M=(1.5,2.5) as a function of the station-to-node distance

for all stations used in this study (Figure 5.4a and b, respectively). These function are equal to

vertical columns in the station probability matrices PD. Figure 5.4d and e illustrate two typical

examples, the functions for station AFD (blue) and GZY (red) are added in Figures 5.4a and

b and the selected vertical columns are highlighted in Figures 5.4d and e. The probabilities

decrease with distance, a intentional result of the applied smoothing procedure; however the

distribution of probability values from each station (indicated with light grey lines) is quite high

and exceeds two standard deviations (green lines). The two highlighted stations GZY and

AFD are considered good, based on a visual inspection of Figure 5.4d and e. However, the

contribution to detect an different magnitude events varies strongly between the two stations:

While AFD performs slightly better for larger magnitude events, GZY performance is better

overall, especially for smaller magnitude events. Both fall well within the 2σ bounds of the entire

distribution, yet they are different from a mean model of a station probability detection.

We can also summarise the uncertainty behaviour of σ(PD) as a function of the distance to
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Figure 5.4: a) and b) Station detection probabilities PE with distance for M=1.5 and M=2.5. The mean behaviour
and one and two σ are indicated. c) One standard deviation σ of PE for magnitude 0.5 to 3. d) and e)
Example stations AFD and GZY, marked in blue and red in a and b.

120



CHAPTER 5. RELIABILITY OF THE PMC METHOD

the nodes (Figure 5.4c). We find consistently a decrease of σ(PD) with increasing distance,

however, the decrease is strongly magnitude dependent. The smaller the magnitude, the faster

the decrease of σ(PD). This varying uncertainty behaviour is likely a consequence of available

data and the smoothing procedure as more uncertainties are mapped in the higher magnitude

range due to less available data than compared to the small magnitude range.

5.4.2 Sensitivity to P and pt

In the original approach by Schorlemmer & Woessner (2008) to compute MP, only the probability

threshold P needed to be selected; now, the additional cut-off parameter pt needs to be defined

when searching for the lowest magnitude detected with probability P at each node. Searching

through all probabilities for one combination leads to a map of the probability-based magnitude

of completeness MP(P, pt ,~x , t). Having two parameters available, the challenge is either to

optimise for a best combination or to find an appropriate choice. Optimisation is not achievable

as the true MP is not known thus it remains in the end a decision to the user of the method.

We compute maps for the probability-based magnitude of completeness at the threshold level

P = 0.99 and several levels of pt = 0(0.001, 0.01, 0.1). We then determine the difference in

∆(MP), for MP(0.99, 0)−MP(0.99, 0.001), MP(0.99, 0.001)−MP(0.99, 0.001) and MP(0.99, 0.01)−

MP(0.99, 0.1) (Figure 5.5). The maps show an irregular pattern overall and they indicate that

for P = 0.99 the differences increase with pt approaching a value of 1 − P. In addition, the

maps point to locations that constantly show smaller and larger differences (black stars in Fig-

ure 5.5a-c). We select these spots and refine the computations by additionally varying the

probability levels P. In Figure 5.6, we display the difference in calculated MP colour-coded as

a function of the two parameters at hand. The difference ∆(MP) is computed with reference to

MP(P = 0.9, pt = 0). For all sub-plots, the difference ∆(MP) = MP(P = 0.9, 0)−MP(P = x , pt = y )

increases with increasing P and pt . We find that the differences in ∆(MP) become largest in the
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(a) (b)

(c)

Figure 5.5: Differences in ∆(MP) for a) MP(0.99, 0) − MP(0.99, 0.001), b) MP(0.99, 0.001) − MP(0.99, 0.01) and c)
MP(0.99, 0.01) − MP(0.99, 0.1). Stars mark the location of the detailed analysis in Figure 5.6
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Figure 5.6: Relation between P and pt for four different locations, marked by stars in Figure 5.5. The colour
bar denotes the difference relative to MP(0.9, 0). While two locations (a and b) show relatively low
differences for all combinations of P,pt , the differences in c and d reach values up to 1.2 ∆MP.

123



CHAPTER 5. RELIABILITY OF THE PMC METHOD

case of pt > 1 − P, the shaded regions in the panels of Figure 5.6. We therefore suggest to

use values of pt ≤ 1 − P.

5.4.3 Data Analysis – Removing data from a independent subne twork

We remove events recorded by the Calpine/Lawrence Berkeley Labs Seismic Network (BG) as

they are not recorded according to the triggering conditions of the NCSN. Figure 5.7 illustrates

the effect of these events with the example of the data collected at the station KIP; recorded

events are marked with green circles, missed events with red squares. The BG events (indicated

with black crosses) are limited to a narrow distance band in Figure 5.7a. Removing these events

and recalculating the station detection probabilities PD (Figure 5.7c) leads to higher PD within

the affected distance range. Figure 5.7c indicates differences up to ∆(PD) = 0.25. This is not

only the case for the station KIP, which is used here as an example. As we calculate the station

detection probabilities PD for a distance range up to 200km, all stations within this distance of

the Geysers geothermal field are affected.

We find a mean difference of ∆MP = 0± 0.03 with a maximum of 0.2 and a minimum of -0.3. A

total of 1785 nodes show a difference ∆MP 6= 0 (Figure

refpic:kipd); these nodes are distributed randomly over the area, indicating that there is no sys-

tematic difference. This emphasises the importance of removing these events, as they introduce

an unnecessary error on the estimate of the probability-based magnitude of completeness.

5.4.4 Probability-based magnitude of completeness for Nor thern Califor-

nia – Our choice

We present maps showing separate aspects of the completeness of the Northern California

Seismic Network (NCSN). They are calculated with the station configuration on 1 January 2011
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Figure 5.7: Illustration of the effect of an independent subnetwork, with the example of the station KIP. a) Recorded
(green) and missed (red) events at this station with black crosses indicating data from the subnet-
work BG. b) Resulting station detection probabilities PD , when BG events are removed and c) differ-
ence in PD . d) Nodes showing a difference ∆MP 6= 0 for MP(0.99, 0.001) based on all events and
MP(0.99, 0.001) without the BG events.
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with a total of 503 active stations. They represent a snapshot for this day as a different station

configuration will lead to a different result. All maps are based on the threshold pt = 0.001.

We use the threshold P = 0.99 here; this is lower than previously used thresholds, it is a

consequence of the NCSN policy to require 5 stations to trigger automatic locations.

First, we introduce the distribution of the probability-based magnitude of completeness MP

(P,~x , t) on a P = 0.99 probability level in Figure 5.8a. The probability-based magnitude of

completeness, MP varies from 0.3 to 3.9. It is highest at the network border regions, in offshore

regions and in the north-western corner where the authoritative region overlaps with Oregon.

There are three main regions with a significantly lower MP: (1) along the San Andreas Fault,

(2) the volcanic field north of Lake Tahoe and (3) the volcanic field at Mammoth Lakes. These

regions have high station density is high with a station spacing of about 5 to 10 kilometres (com-

pare Fig. 5.1). The station coverage in the Central Valley is comparatively worse which leads to

a higher MP in this region. The values of MP range from 0.3 to about 1 in regions with a dense

station coverage and from 1 to about 1.7 in region with a sparse coverage. Higher values of

MP = 2 and above are found outside the main station coverage.

Secondly, we introduce maps of detection probabilities PE(M,~x , t) for M = 1 and M = 3 in Figure

5.8b and c. These maps mark the probabilities with which each magnitude can be detected.

The probability to detect an event with magnitude 1 reaches PE = 1 in areas with a dense

station coverage, among the San Andreas Fault and in the volcanic fields around Lake Tahoe

and Mammoth Lakes. The probabilities are much smaller in the Central Valley and to the edges

of the network. Probabilities to detect a M3 type event reach PE = 1 for basically the whole

authoritative region of the NCSN (outlined in black in Figure 5.8), with the exception of a small

offshore region to the north.

Figure 5.8a, introduces the results for pt = 0.001, however, we also calculated the results with

pt = 0.01 and pt = 0.1. Table 5.2 lists the main differences to the calculation with all stations

(pt = 0) for pt = 0.1, pt = 0.01 and pt = 0.001. While the mean number of stations is significantly
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(a) (b)

(c)

Figure 5.8: a) Map of MP(0.99, 0.001), b) Map of PE (M = 1, 0.001) and cMap of PE (M = 3, 0.001)). All three maps
are calculated based on the station configuration on 1 January 2011.
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decreased for all thresholds, the difference ∆MP only changes significantly for pt = 0.1 and

pt = 0.01, but not for pt = 0.001. We see that the value of pt has to be small in comparison

to P to obtain a stable result of the probability-based magnitude of completeness. In case pt

it is too small, no significant change in the station number may be achieved, implying that the

calculation time will not be reduced.

pt ∆S max ∆S ∆MP max ∆MP max S max comb mean S
δ[5%, 50%, 95%]

0 - - - - 148 1.9 * 107 42 ± 25
0.1 25 ± 27 141 [ -0.9, -0.5 , -0.2 ] -1.4 10 386 5 ± 3
0.01 36 ± 25 136 [ -0.4, -0.2 , 0 ] -0.7 15 1941 10 ± 1
0.001 28 ± 23 127 [ -0.1, 0, 0 ] -0.3 39 9.2 * 104 19 ± 5

Table 5.2: Influence of the threshold pt on the calculation of MP, where S stands for number of stations and ∆

marks the difference between the calculation with pt = 0. The maximum number of stations determines
the maximum possible combinations to determine the joint probability that five or more stations pick an
event (compare Fig. 5.2).

5.5 Discussion and Conclusion

Besides the successful application of the PMC method to various seismic networks around

the world, some of the basic ingredients of the method were so far not explored. We ad-

dress important questions of the methodological design of the approach: How sensitive are

probability-based magnitude of completeness results to spurious probability contributions from

single stations? Can we define a threshold to cut these contributions objectively and what are

the effects and the sensitivity to this cut-off. Furthermore we investigate how to deal with large

seismicity clusters recorded by various subnetworks of a combined network such as the NCSN

and show the effects on the final MP values. Finally we provide an estimate of the current detec-

tion probabilities of the NCSN network for MP(P = 0.99, pt = 0.001) based on which we argue
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that the NCSN does not miss any M=3 type event within its authoritative region.

The major implication of this study is that not knowing the true completeness magnitude MP,

PMC does not provide any means to optimise for a best value set of the two parameters that

have to be defined for a search of the completeness magnitude: the probability threshold P and

the station cut-off threshold pt . As described, both parameters remain in a common stress field

and result in some trade-off depending on their choice (Figure 5.6). It is essential to state these

values in future applications of the method and provide the reasons for their choice. We provide

the methodological improvement to make the choice and to do the computation using the new

sorting approach of the station detection probabilities PD.

Earlier PMC results have not included this approach as these have used constant distance

cut-offs (Schorlemmer & Woessner, 2008; Schorlemmer et al., 2010). The importance of our

findings here needs to be analysed for these networks. However, not all studies will be affected

in the same way, as the network configuration, the single station performances and the number

of stations are contributing to the entire picture in a complex combination. We remain opti-

mistic that the overall values provided are realistic, yet may be revised by future analyses. The

threshold pt has to be defined in relation to the threshold P. For Northern California, we choose

pt = 0.001 and P = 0.99 and as approximation we recommend pt < 1 − P for future studies.

The data analysis including the subnetworks of the NCSN leads us to conclude that strong clus-

ters and data from subnetworks that are not part of the general triggering policy of the larger

network should not be included in the preparation of the station detection probability matrices

PD (Figure 5.7). Strong overestimation of the detection capabilities may result when including

such data and should therefore be disregarded, a process that in general is relatively easy to

achieve with good expertise on the given seismicity. Essentially strong aftershock sequences

and swarms should be removed since the temporal resolution of PMC works on the large net-

work scale.
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5.6 Data and Resources

Station data are taken from http://www.ncedc.org/ncedc/station.info.html. We use

all stations that were in operation between 1 January 2008 to 1 January 2011. Phase data

for the same period are taken from http://www.ncedc.org/ncedc/catalog-search.html.

The format is described by Klein (2006).
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Chapter 6

Conclusions

The main goals of this thesis are (1) to introduce Induced Seismicity Hazard Assessment

(ISHA), a time-varying seismic hazard associated with human activity, (2) to introduce a real-

time probability-based alarm system for Enhanced Geothermal Systems, (3) to better under-

stand the ongoing processes during fluid injections in the underground and (4) to improve the

reliability of the probability-based magnitude of completeness estimation introduced by Schor-

lemmer & Woessner (2008). While the data is analysed on a small scale of less than 2km for

the first three objectives, the fourth study concentrates on data from an entire seismic network,

spanning several hundreds of kilometres. All four objectives have in common that I apply a

combination of novel and standard approaches for statistical seismology.

The statistical analysis of seismicity associated with fluid injections can be performed using

the same procedures as for naturally occurring seismicity. Models that describe aftershock

sequences can be adapted to the setting of induced seismicity and be used to develop a real-

time approach to forecast the ongoing seismicity (Chapter 2). A new focus-centred mapping

technique allows analysis of the small-scale spatial distribution of the b-value of the Gutenberg-
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Richter frequency–magnitude distribution. With a model that links the pore pressure evolution

with the observed event-size distribution, the observed b-value patterns can be related to the

applied pore pressure (Chapter 3). I introduce these concepts based on the seismic sequence

of an EGS in Basel, Switzerland (Chapters 2 and 3) and confirm their general validity with a

sequence from Soultz-sous-Forêts, France (Chapter 4) .

To analyse the probability-based magnitude of completeness method (PMC), introduced by

Schorlemmer & Woessner (2008), I examine two aspects that influence the completeness esti-

mate: (1) spurious probabilities from single stations and (2) independent subnetworks (Chapter

5). Using the Northern Californian Seismic Network as an example, I analyse various combina-

tions of model parameters and introduce a map of the probability-based completeness estimate

based on my choice of parameters.

6.1 Summary of Results

6.1.1 Statistical analysis of fluid induced seismicity

Chapters 2 to 4 analyse the seismic sequences induced by two EGS projects in Basel, Switzer-

land in 2006 and Soultz-sous-Forêts (SSF), France in 1993. For both sequences, I determine

the spatio-temporal variations of the Gutenberg-Richter parameter b and the magnitude of com-

pleteness Mc. The values of the recording completeness vary for both sequences; Mc(Basel) =

0.5 – 0.9 and Mc(SSF ) = -1.7 – -1. This would appear to imply that the data in Basel is much

less complete; however, the magnitude definitions of both sequences are significantly different.

This precludes a direct comparison of Mc values. A recent study by Bethmann et al. (2011)

indicates that the scatter between ML and Mw is relatively large for small magnitudes and that

the conversion from one magnitude to the other is not linear. Using the conversion of the Swiss
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Seismological Service (2011), I obtain values of MLc(Basel) = -0.8 – -0.1, which are closer

to the range of the SSF sequence. A consistent magnitude definition is crucial if the hazard

estimation from one region has to be compared to the estimation for another region.

Similar to the completeness estimates, the absolute values of b are different for both sequences,

while the values for the Basel sequence range from b(Basel) = 0.8− 3, the values for SSF vary

between b(SSF ) = 0.5 − 2. In spite of this, the b-value distributions at both sites show similar

spatio-temporal behaviour: high b- values are 1) associated with fluid injections and 2) found

close to the openhole section, lower values are found 1) later into the sequence, and 2) further

away from the injection point. Chapter 3 introduces a model that simulates the propagating pore

pressure front and incorporates the event-size distribution via the modelled differential stress.

The fact that this model is able to capture the observed spatiotemporal b-value distribution

shows that changes in b can be explained with relative changes in the pore pressure. While

high pressures – close to the injection points – induce events off all sizes, small events are

especially common and thus higher b-values are observed. Further away from the borehole,

changes of the pore pressure are only moderate and thus events in the range of the naturally

occurring event sizes are observed, with b-values close to the regional average.

The implication of these findings on the probabilities for an event with a larger magnitude are

that they increase with increasing distance from the injection point, as the stimulated volume

increases and the b-value decreases. The model does not exclude the occurrence of a large

magnitude event close to the injection point and early into the sequence – the probability for

this, however, is small.

By analysing the statistical parameters of the Basel and the SSF sequences, I find that the

decay of these sequences behaves similarly as natural seismicity, and can be described by the

modified Omori-Utsu law (Ogata, 1999; Utsu, 1961). The time of the mainshock is assumed to

be equivalent to the termination of the fluid injection. While the decay of the SSF sequence was
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interrupted by new injections in the following months (and years), I find a time of 31 +29/-14

years for the Basel sequence until the seismicity reaches the background rate for magnitudes

M ≥ 0.9.

In both experiments the ongoing seismicity is monitored by a dense borehole network and alarm

systems were used to determine the action if large events were recorded. The EGS in Basel

used the so-called traffic light system, introduced first for the Berlin geothermal project in El

Salvador by Bommer et al. (2006). This system was based on three components: 1) Public

response, 2) observed local magnitude and 3) peak ground velocity (PGV). It had four possible

stages where the injection rates would either be 1) continued as planned (green), 2) contin-

ued but not increased (yellow), 3) stopped and bleed-off stimulation pressure started (orange)

or 4) stopped and bleed-off to minimum wellhead pressure started (red), where bleed-off in-

volves actively pumping water out of the borehole (Häring et al., 2008). The aim of my study

was to define a more quantitative alternative to this alarm system. For this I used two models

that were originally introduced to model aftershock sequences (Chapter 2) and one model that

was introduced to describe induced seismicity (Chapter 4). To test the validity of these mod-

els, standard procedures are used that were presented within the Collaboratory for the Study

of Earthquake Predictability (CSEP, http://www.cseptesting.org/) framework. Either the

best-fitting model, or a combination of all well-suited models can then be used to forecast the

seismicity in real-time. Such a system has several advantages over a traffic-light type system

as the whole magnitude range, rather than isolated events above a certain magnitude, is used

to forecast seismicity. In addition, the system produces hazard estimates that can easily be im-

plemented in the decision making process. An important part of the models is also that the fluid

injection rate is incorporated, such that they allow calculation of scenarios for different pumping

regimes.
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6.1.2 Analysis of the probability-based magnitude of compl eteness

method

The magnitude of completeness is an important input in any analysis of an earthquake cata-

logue. Schorlemmer & Woessner (2008) introduced a novel approach for determining the com-

pleteness based on the performance of the seismic stations and determining a probability-based

completeness estimate. I introduce two additional steps in the synthesis of the probability-based

magnitude of completeness (PMC).

First, I emphasise the importance of an in-depth analysis of the network and its subnetworks

prior to the analysis of the data. Independent subnetworks that feed data into the seismic cat-

alogue without matching the triggering conditions of the main network should not be included

in the analysis of the PMC. I show that leaving such data in the catalogue substantially influ-

ences the completeness estimates, with single nodes showing differences of up to 20% in the

probability-based completeness MP . As basic knowledge about the seismic network is gener-

ally required for the PMC analysis, it should be feasible in future work to detect independent

subnetworks and isolate their data.

Second, I analyse the sensitivity of the method to spurious probability contributions from single

stations. To limit the number of stations involved in the completeness estimate, a cut-off criterion

is introduced. This threshold pt stipulates the minimum contribution of a station to the probability

of detecting an event, PE(M,~x , t). This excludes stations with negligible detection probabilities.

The choice of pt is correlated to the choice of the probability level P at which the completeness

estimates is determined. However, as the true value of the completeness magnitude MP is not

known for any network, it is impossible to optimise the PMC method – and thus the choice of

pt and P – towards this value. Thus I determine the sensitivity of the completeness estimate to

the choice of pt and P and argue for the choice I make for this study.

I present three different maps for the Northern Californian Seismic Network (NCSN), based on
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the parameters of my choice: 1) a map of the probability-based magnitude of completeness, 2)

a map of the detection probability PE for magnitude 1 and 3) for magnitude 3. I conclude that

the completeness is spatially highly variable and is lowest in regions with the densest station

coverage. No events with magnitudes 3 should be missed in the authoritative region of the

NCSN.

6.2 Future Perspectives

One limitation of this thesis is that so far only three different kind of models have been analysed

with the data of two induced seismic sequences. These models only cover the stimulation phase

of EGS projects; it remains to be solved how to assess the hazard during the operational and the

post-operational phase. For future Induced Seismic Hazard Assessment (ISHA), it is crucial to

integrate more models and test them in a pseudo-prospective way on additional sequences. For

a probability-based alarm system, a compound model must be built, using Akaike weights (e.g.

Gerstenberger et al., 2005) for each model. Thresholds for the forecast probability of exceeding

EMS levels must be decided on beforehand, by the operators of an EGS experiment and by the

regulatory bodies. Only then can a probability-based alarm system be used in a future EGS

project.

The models introduced in this study only forecast temporal changes in the seismicity. In Chapter

3, it is indicated that the spatial distribution of b-values can be used to determine the location

of large magnitude events. The goal therefore has to be to construct a model that involves both

spatial and temporal evolution of the seismicity.

In this study, there is no distinction between induced and triggered seismicity, where induced

seismicity occurs within the stimulated rock mass and triggered seismicity occurs on previously

critically stressed nearby-faults. Neither of the models implies any knowledge of the regional

fault structures, and thus the potential of triggering an event on such faults is neither included nor
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Figure 6.1: Constraints on the minimal and maximum horizontal stress values, determined by Häring et al. (2008).

excluded specifically. All models rely on the recorded seismicity alone. A model that incorpo-

rates basic knowledge of the geological structures should be incorporated within the compound

model, and its performance relative to the standard model tested.

The model presented in Chapter 3 is calculated for the setting for the Basel sequences where:

1) the pore pressure diffusion follows the model by Dinske & Shapiro (2010), 2) the bounds

of the minimal and the maximum horizontal stress σ1 and σ3 are representing an intermediate

crust, with the values determined by Häring et al. (2008), 3) the coefficient of friction µ is that of

an intermediate crust and 4) 300,000 seed faults are used.

Changing any of these setting will influence the outcome of the simulation. This allows for future

applications of the model to simulate various crustal settings. The bounds of σ1 and σ3 are a

function of the depth (Figure 6.1), thus narrower bounds are found in shallower depths. Model

simulations where σ1 and σ3 both have been reduced by 50% – i.e. the simulation has been

moved to around 2,500m depth (Figure 6.1) – indicate a significant increase of the number of

triggered seed faults and in the overall b-value (Figure 6.2a). Changing the coefficient of friction
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Figure 6.2: a) Frequency–magnitude distribution for 5 km depth (red) and 2.5 km depth (green); the activity is
higher in lower depths, so is the observed b-value for the overall simulated sequence. b) FMD for
µ = 1 (light blue) and µ = 0.6 (light green); the activity and the b-value is significantly higher for lower
values of µ. c) FMD for 300,000 seed faults (brown) and 100,000 seed faults; while the b-value does
not change, the activity is significantly higher with a larger number of seed faults. While (a) is based
on 300,000 seed faults, (b) is based on only 100,000.
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µ in the simulation also significantly influences the number of triggered events, increasing µ –

i.e. increasing the rock strength – reduces the number of triggered events and vice versa (Figure

6.2b). These two findings have to be evaluated further as they indicate that various geological

setting will lead to a different number of induced events, which is an important indication for the

choice of the location for future EGS projects.

While the model in Chapter 3 only presents the simulation based on the pore pressure diffu-

sion by Dinske & Shapiro (2010), the influence of different pumping regimes on the number of

triggered events, remains to be tested. The number of seed faults directly correlates with the

number of triggered events and can thus be used to scale the model to match the observed

seismicity (Figure 6.2c) . Additionally, the minimalistic model can be further improved by ex-

tending it to a three dimensional simulation.

For future applications of the PMC method, it is important to analyse the networks beforehand

and exclude any data from independent subnetworks. As the method has already been applied

to several networks worldwide, e.g. Southern California (Schorlemmer & Woessner, 2008),

Japan (Nanjo et al., 2008), Switzerland (Nanjo et al., 2010) or Italy Schorlemmer et al. (2010),

it has to be analysed if such subnetworks might have had an influence on their results.

For future applications, a careful choice of the probability threshold P and cut-off threshold pt

is required. In this study I conclude that a choice of pt < 1 − P is most stable. However,

the sensitivity of the completeness estimate MP to these parameters has to be analysed over

several networks before this can be established.
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